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1. HEJIX OCBOEHUA JUCHUATIITUHBI

1.1 | yrmyOuts mpexacTaBieHHE OOydYaeMBIX O TEOPETHYECKHX OCHOBAX COBPEMEHHBIX SKOHOMETPHUYECKHX METOAOB aHAIHM3a
JAHHBIX; HAy4UTh KOPPEKTHOMY HCIIOIb30BAaHMIO HHCTPYMEHTOB HA MNpaKTHUKE MpU paboTe CO CHEeHUATH3NPOBAHHBIMU
JKOHOMETPHUYECKUMHM IIPOTPaMMaMH.

2. TPEBOBAHMUA K PE3YJIbBTATAM OCBOEHUA JUCHHUIIIMHBI

OIIK-2. Cnoco0eH NPUMEHATH INPOABUHYTble MHCTPYMEHTAJIbHBbIE METOAbI 3KOHOMHMYECKOI0 AHAIU3A B INPHUKJIAJHBIX H
(nau) GyHIaMEHTATbHBIX HCCJICI0BAHUAX;

OIIK-5. CnocodeH HCIOIB30BATH COBPeMEHHbIE WH(OPMAIMOHHbIE TEXHOJIOIHH H NMPOrpPaMMHBIE CPeACTBAa NMPHU pelleHHH
npodeccuoHATbHBIX 3a/1a4.

B pe3yabTaTe ocBOeHHSI THCHUILTHHBI 00YYAIOIIHIICSH TOKEH:

3narnb:

MeToAbl cOopa, aHaiM3a W OOpabOTKM [aHHBIX, SKOHOMETPHYECKOTO MOJCIMPOBAHUS M IPOTHOZUPOBAHMS, HEOOXOMUMBIC IS
pemieHus npodeccHoHATBHBIX 3a1a4 (cooTHeceHo ¢ nHauKaropoM OIIK-2.1);

BO3MOXKHOCTH HucCTONb30BaHus Moxyna "Craructuka' Tabmmry Cale Libre Office m sxoHomerpmueckoro makera Gretl, 2 6a3sr
JAHHBIX ceTH Internet 11 penIeHns: aHATUTUYECKUX U MCCIIEI0BaTeIbCKUX 3a1ay (cooTHeceHo ¢ nHankaropom OITK-5.1)

YMeTh:

OCYIIECTBIATH BBHIOOP HMHCTPYMEHTAIBHBIX CPEACTB U OOpabOTKM 3KOHOMUYECKHX [aHHBIX B COOTBETCTBMU C IIOCTaBICHHOM
3ajauei, aHaIM3UPOBaTh PE3yJbTaThl PacuyeToB M OOOCHOBBIBATH IOJNYYCHHBIC BBIBOJbI; OLICHWBATH SKOHOMETPHUYECKHE MOJCIIH,
AHAJIM3UPOBATb W COACPIKATCIIBHO HHTCPHIPETHUPOBATH PC3YyJIbTATbl SKOHOMETPUUYCCKOTO MOACIIMPOBAHUA, IIPOTHO3UPOBATHL HaA
OCHOBE€ JKOHOMETPHUYCCKUX MO,HeHef/'I TIOBECICHUE DKOHOMHUYCCKUX Aar€cHTOB, PAa3BUTHUC DJSKOHOMUYECCKUX IIPOLECCOB U SBIICHUN Ha
MHUKpPO- U MakpoypoBHe (cooTHeceHO ¢ nnankaropom OITK-2.2);

OCYILECTBISTh TIOUCK HeoOxonumoil mHdopMaruu B 0a3ax JaHHBIX ceTH Internet; mcmosnb3oBarb cpencrBa Moxyis "Crarucruka”
Tabmmry Calc Libre Office m skoHOoMerpmueckoro makera Gretl mms pemeHHs AHAIMTHYECKHX M HCCIEIOBATENIBCKUX 3amad
(cootreceno ¢ naaukaropom OIIK-5.2)

Binagern:

HaBBIKAMH YKOHOMETPHYECKOTO MOJENUPOBAHMUS W IMPOTHO3UPOBAHMS, HEOOXOAMMBIMH JUIsl PElIeHUs] Npo(decCHOHANBHBIX 3a71ad;
CpeICTBaMHU aHATIH3a U COAEePKATEeIbHON HHTEpIPETALM OJTYYEHHBIX Pe3YyIbTaroB (COOTHECeHO ¢ mHaukaropom OIIK-2.3);
crocobaMu Mmorcka HeobOxomuMmon uH(opManuu B cetd Internet, cpenctBamu moxayns "Craructuka' Tabmum Calc Libre Office u
sKoHOMeTprdeckoro makera Gretl mms oOpabOTKHM, aHaTM3a 3KOHOMHYECKHX ITAaHHBIX, 3KOHOMETPHYECKOTO MOJCIHUPOBAHUS U
MIPOTHO3UPOBaHUS (cooTHeceHO ¢ nHankaropom OITK-5.3)

3. CTPYKTYPA U COAEP KAHUE JUCHUIIJINHBI

Pa3nen 1. «The linear regression model and its specification. Discrete choice models»

Ne HaunmeHnoBaHnue TeMbl, KpaTKoe COepKaHNe Bun samsran / Cemecrp /| Kommwiectso Komnerenuuu
B ’ pa6orsl / popma ITA Kype 4acoB
Topic 1.1 «The Classical Multiple Linear Regression Model»
The linear regression model. The ordinary least-squares method (OLS).

1.1 [ Extended leait squares method (ELS).ryDummyqvariables. Restricted JlaGoparoprie 2 2 OITK-2
least squares. The maximum-likelihood method. (Using Libre Office and JasTHA OTIK-3
Gretl)

Topic 1.1 «The Classical Multiple Linear Regression Model»
12 The linear regression model. The ordinary least-squares method (OLS). IpakTuueckue 5 2 OIIK-2
’ Extended least squares method (ELS). Dummy variables. Restricted 3aHATH OIIK-5
least squares. The maximum-likelihood method.
. " . . . . " CamocrosrensHas OIIK-2

1.3 [ Topic 1.1 "Classical multiple linear regression model pabota 2 2 OIIK-5

Topic 1.2 «Model specification in regression analysis»
Multicollinearity and elimination methods. Specification errors and their
detection. Choosing the optimal set of regressors and functional forms of
the regression dependence. Heteroskedasticity, its causes and methods of JlaGopatopHsie OTK-2

1.4 |[detection and elimination. Weighted least squares (WLS). Residual 2 2
autocorrelation, its causes, detected and elimination methods sansTaA OIIK-5
Endogeneity of variables. The case of correlated regressors and random
error. Errors of measurement variables. Instrumental variables. The
Hausman test.(Using Libre Office and Gretl)

Topic 1.2 «Model specification in regression analysisy»
Multicollinearity and elimination methods. Specification errors and their

1.5 | detection. Choosing the optimal set of regressors and functional forms of Tpaxmiseciue 2 2 OIIK-2
the regression dependence. Heteroskedasticity, its causes and methods of SAHATHA OTIK-S5
detection and elimination. Weighted least squares (WLS). Residual




autocorrelation, its causes, detected and elimination methods
Endogeneity of variables. The case of correlated regressors and random

error. Errors of measurement variables. Instrumental variables. The
Hausman test.

1.6 [ Topic 1.2 «Model specification in regression analysis» CaMO;Z%’;ZZHBHaH 2 2 8g§:§
Topic 1.3 «Logit and Probit models»

DiS(.:rete dependent vgriables: npminal, ranked and qgantitative, Bi.nary JaGopatopHsie OTIK-2

1.7 | choice models. Probit and Logit models. Interpretation of coefficients 2 2
in binary choice models. The maximum-likelihood method in Probit and SAHATHA OTIK-5
Logit models . Goodness-of-fit testing for models. (Using Libre Office
and Gretl)

Topic 1.3 «Logit and Probit models»
18 Discrete dependent variables: nominal, ranked and quantitative. Binary IpaxkTuueckue 2 2 OIlK-2
’ choice models. Probit and Logit models. Interpretation of coefficients 3aHATHUS OIIK-5
in binary choice models. The maximum-likelihood method in Probit and
Logit models . Goodness-of-fit testing for models.
1.9 | Topic 1.3 "Logit and Probit models" Cavoctosennas 2 4 OIIK-2
’ ’ pabota OIIK-5
Pa3nea 2. «Time series models and panel data models»
Ne HaumeHnoBaHue TeMbl, KPaTKoe COIepKaHNe Bun samsran / Cemecrp /| Komwiectso Komnerenuuu
B ’ pa6otsl / popma ITA Kype 4acoB
Topic 2.1 «Time series models»

2.1 [Box-Jenkins models. Distributed lag models (partial adjustment model, Jlaboparopie 2 4 OITK-2
adaptive expectations model). The Granger causality test. JasTHA OTIK-35
(Using Libre Office and Gretl)

Topic 2.1 «Time series models»
29 [IpakTuaeckue 2 4 OIIK-2
’ Box-Jenkins models. Distributed lag models (partial adjustment model, 3aHSATHS OIIK-5
adaptive expectations model). The Granger causality test.
Topic 2.2 «Non-stationary time series»
23 Jlaboparopusie 5 ) OIIK-2
’ Imaginary regression. The unit root. Unit root tests. Cointegration of 3aHSATHU OIIK-5
time series. Error correction model. (Using Libre Office and Gretl)
Topic 2.2 «Non-stationary time series»
24 [IpaxTnaeckue 2 2 OIIK-2
’ Imaginary regression. The unit root. Unit root tests. Cointegration of 3aHSATHU OIIK-5
time series. Error correction model.
2.5 |[Topic 2.2 "Time series models. Non-stationary time series" CamoctosTebHas 2 6 OITK-2
pabora OIIK-5
Topic 2.3 «Panel datay

2.6 | Advantages of using panel data. Difficulties in working with panel data. JlaGoparopnie 2 2 OITK-2
Error components model. Model specification. Fixed and random JasTHA OTIK-3
individual effects. (Using Libre Office and Gretl)

Topic 2.3 «Panel data»

2.7 | Advantages of using panel data. Difficulties in working with panel data. Tpaxrueckue 2 2 OIIK-2
Error components model. Model specification. Fixed and random SAATHA OTIK-=5
individual effects.

Topic 2.4 «Models for panel datay
28 Operators «Between» and «Within». Types of estimates. Comparative JIaboparopHbie 2 2 OIIK-2
’ analysis of estimates. Specification tests for panel data models. The 3aHSATHUS OIIK-5
Hausman test. Testing fixed effects. Testing random effects. (Using
Libre Office and Gretl)
Topic 2.4 «Models for panel datay

2.9 [Operators «Between» and «Withiny. Types of estimates. Comparative Tpaxruicciue 2 2 OITK-2
analysis of estimates. Specification tests for panel data models. The JasTHA OTIK-3
Hausman test. Testing fixed effects. Testing random effects.

2.10 | Topic 2.4 «Models for panel data» CaMO;;%’;’;ZHLHM 2 8 83;2:?

2.11 | Topic 2.5 "Simultaneous equations models" CaMO;;%’;’;ZHLHM 2 18 83;2:?

2.12 | [ToaroToBKa K MpOMEXYyTOUHOH aTTeCTal[lH 3auer 2 0 OIIK-2

OIIK-5




4. ®OHJ1 OHEHOYHBIX CPEJICTB

CrtpykTypa W conepkaHHe (OHIA OIEHOYHBIX CpPEACTB JUIS TMPOBEACHUS TEKYIIETO KOHTPOJII M MPOMEKYTOYHOW arTecTaluu
npencrasieHsbl B [Ipunoxenun 1 k pabodeil mporpaMMe TUCIIUTUTAHBL.

5. YAEBHO-METOJUYECKOE I TH®OPMAIIMOHHOE OBECIIEYEHUWE JUCHUIIJIMHBI

5.1. YueOHble, HAYUHbIE U METOAUYECKHE U3TaAHUS

ABTODBI, Bubnunoreka /
3aryaBue H3parenscTBO, TOI
COCTaBHUTENN Konmnaectso
1 XKypnan "Bonpocs! craructuku" ) - YwuraneHeii 321 PIOY
(PUHX)

2 [MpuxnagHas SKOHOMETPUKA: JKYPHAT Mocksa: YHUBEpCUTET OBbC «YHuBepcuTeTcKas
Cuneprus, 2017 OUOIIMOTEKA OHJIANH

3 Bemmuxko, A. C. OxoHomeTprKa B Eviews: ydaeOHO-MeTOIMIecKOe Caparos: By3osckoe OBC «IPR SMART»

nocobue obpazoanue, 2016
4 Mapues, O. C., [MpuknanHas 3KOHOMETPHKA TS MAKPOIKOHOMUKH ExarepunOypr: Ypaibckuit OBC «IPR SMART»
AmnnpiTuHa, A. JL. = Applied econometrics for macroeconomics: (benepanbHbIH
y4eOHoe mocodue ynusepcuret, 95C ACB,

2014

5 Epmosa, H. A., CoBpeMeHHast 3KOHOMETPHKA: yueOHOe TTocoore Mocksa: Poccuiickuii 9BbC «IPR SMART»

ITasnos, C. H. roOCYIapCTBEHHBIN

YHHBEPCHUTET MPABOCYIHs,
2018

6 SlkoBreBa, A. B. DKOHOMETpPHKA: yueOHOEe ocooue Caparo: HayuHas kHura, OBC «IPR SMART»
2019

7 Yeuepona, H. A. DKOHOMETpUKA: J1TAOOPATOPHBIH MPAKTUKYM Komcomonsck-Ha-Amype, 9BC «IPR SMART»
CaparoB: AMypCKHit
ryMaHUTapHO-
MeIarOTHYECKUi
roCy/1apCTBEHHBII
yHuBepcureT, At [Tu Ap
Menua, 2019

5.2. IIpodecconanbHble 6a3b1 AAHHBIX M HH(POPMALHOHHBIE CIIPABOYHBIE CHCTEMbI

. baza mannpix Lentpansaoro 6anka P® http://cbr.ru/hd_base/

. baser mannbIx Poccrara https://gks.ru/databases

. llentpanbHas 0a3za cTaTHCTHYECKUX JaHHBIX https://www.gks.ru/dbscripts/cbsd/dbinet.cgi

. baser manHbBIX PocToBcTara https://rostov.gks.ru/folder/56777, https://rostov.gks.ru/folder/29957
Enunas mexxBeroMcTBeHHas MH(OPMAIMOHHO-CTaTUCTHYecKas cucTema https://www.fedstat.ru/
. baspl mannbpix BIIMOM https://weiom.ru/?id=79, https://wciom.ru/?id=1130

. Ilopram oTkpeITEIX HaHHBIX P https://data.gov.ru/

. UCC «Koncynsraatllntocy

. UCC «I"apant» http://www.internet.garant.ru/

O 0T AW~

5.3. IlepeyeHb MpoOrpaMMHOro odecrnedeHust

OneparmonHas cucrema PEJ] OC
Gretl
Libre Office

5.4. Y'{eﬁﬂo-MeTozm'lecxne MaTepuaJabl 1/ oﬁy'{amumxcn C OrpaHUY€HHBIMH BO3MOKHOCTSIMHU 310POBbSI

IIpu HE0oOXOIUMOCTH IO 3aiBICHHIO OOYYAIOMETOCs C OrPaHHYCHHBIMH BO3MOXHOCTSIMU 37I0pPOBbS  y4eOHO-METOAUUYECKHE
Marepualbl MpPeOCTaBISIOTCS B (pOpMax, agalTHPOBAaHHBIX K OTPaHUYCHHAM 3/0pPOBbsS M BocHpusaTHs uHpopmarmu. s nun c
HapyImEeHNSIMA 3peHns: B (opMme aynuodaiina; B medaTHOH QopMme yBeTHMUYCHHBIM IIpupToM. I JTUI ¢ HApymICHWSAMH CIyXa: B
(opMe IIIEKTPOHHOTO JOKYMEHTa, B medarHod ¢opme. i U ¢ HapyMICHHSMH OIOPHO-IBHIATEIFHOTO ammapara: B (opme
JJIEKTPOHHOTO JOKYMEHTa; B eUaTHOH dopme.

6. MATEPUAJIBHO-TEXHUYECKOE OBECIIEYEHHUE JJUCIIUITJINHBI

ITomemeHus i BceX BUIOB paboOT, MPEXyCMOTPEHHBIX yYEOHBIM IUIAHOM, YKOMIUIEKTOBaHBI HEOOXOAMMOH CHennann3HpOBaHHON
y4eOHOI MeOeNbIo U TEXHUYECKUMH CPEICTBaMHU 00yUCHUS:

- CTOJIBI, CTYJIBSI;

- HEPCOHATBHBIH KOMIThIOTED / HOYTOYK (IIEpEHOCHOM);

- TIPOEKTOP;

- 9KpaH / UHTepaKTUBHAS J10CKa.

JlaboparopHble 3aHATHS HPOBOAATCS B KOMIBIOTEPHBIX Kiaccax, paboyMe MecTa B KOTOPBIX 000pyJOBaHbI HEOOXOIMMBIMHU




JHULEH3UOHHBIME W/WUIN  CBOOOJHO pAacHpOCTpaHSEMBIMH IPOTPAaMMHBIMU CpPEeACTBAMH U BBIXOJOM B MHTepHer, w/unu B
CHEUATU3NPOBAHHBIX JIADOPATOPHSX, MPEIYCMOTPEHHBIX 00Pa30BaTeIbHOM MPOrPaMMOi.

7. METOJNYECKHUE YKA3ZAHUA U1 OBYYAIOIINXCA 11O OCBOEHHIO JTUCITUITJINHBI

Metoauyeckue YKazaHus 10 OCBOCHUIO JUCHHUIIIMHBI IIPEACTAaBJICHBI B HpI/IJ'IO)KeHI/II/I 2K pa60‘{6171 nporpamMmme qUCHUITIIUHBI.




®OH/J OHEHOYHbLIX CPEJICTB

IIpunoxenne 1

1. Onucanune noka3arteseil 1 KPpUTepHeB OLIECHUBAHUS KOMIIETEHIIUI HA PAa3JIMYHbBIX
Tanax ux (popMUpPOBaAHUS, ONIUCAHHE IIKAJ OLlEeHUBAHUSA

1.1 Kputepun olieHUBaHUS KOMITETESHIIUMN:

3VH, cocrasigroniue
KOMIIETEHITHIO

Iloka3arenn
OLICHVUBAHUA

Kpurepuu
OLICHUBAHMUS

Cpenctsa
OLICHUBAHWSI

OIIK-2: CnocoOeH MpUMEHATh MPOIBUHYThIE HHCTPYMEHTAIBHBIE METO/Ibl IKOHOMHYECKOTO
aHaJIM3a B MPUKJIAAHBIX U (M11) QyHIAMEHTaIbHBIX UCCIEIOBAHUIX

3HaTh:

dopMyIupyeT OTBETHI

3anaHus K 3a4eTy
(1-10), Tect

MPOTHO3UPOBATH HA
OCHOBE
AKOHOMETPUYECKHUX
MoOJIe/IeH TTOBEACHIE
SKOHOMHNYECKHUX arc¢HTOB,

METO/Ibl COOpa, aHAIM3a U | Ha TTOCTaBJICHHBIC [Tonnota u (BapuanTt 1-10),
00pabOTKU JaHHBIX, BOIIPOCHI; peIaeT coziepKaTeIbHOCTD  [Keiic-problem (1-
KOHOMETPHYECKOTO TECTOBOE 3aJ[aHNE B OTBETA; YMCHHE 5), BOIPOCHI JUISI
MOJIEIUPOBAHMS U 4acTH METOJIOB cOOpa, | MPUBOJIUTH cobecenoBanus (1-
IIPOTHO3UPOBAHU, aHanmm3a 1 00paboTKH | MPUMEPHI, 2), KOMIUIEKT
HE00XO0AUMBIE I JTAHHBIX, KOPPEKTHOCTh [Pa3HOYPOBHEBBIX
peteHus SKOHOMETPHUYECKOTO dbopmyaupoBok 1 pamau (1-10),
npodeCcCHOHATBLHBIX MO/JICJIMPOBAHUS U BBIBOJIOB. BaaHusl K
3a1a4 MIPOTHO3UPOBAHHUS TabopaTOpHBIM
aboram (1-5)

YMerTs: 3amaHus K 3a4eTy
OCYILECTBIISITH BBIOOD (1-10), Tect
WHCTPYMEHTAIBHBIX (Bapuant 1-10),
CPeACTB it 00pabOTKU keric-problem (1-

[TonHoTa M
HKOHOMHYECKUX JaHHBIX 5), BOIPOCHI JUIsI

COJZIepKATEIBHOCTD
B COOTBETCTBUHU C Pemaer JN cobecenoBanus (1-
MOCTaBJIEHHOM 3ajjaueil, | pa3HOypOBHEBBIE IC)O6J'IIOI[6HI/ICM 2), KOMIUIEKT
aHATM3UPOBATH 3agaun, popMupyer HEOGXOTMO [Pa3HOYPOBHEBBIX
pe3ysbTaThl PACYETOB U | OTYET MO 3aJaHHUIO K Banau (1-10),

. MOCTIeIOBATEIHHOCT

000CHOBBIBaTh naboparopHoil paboTe L DACICTOR: BajaHus K
NOJIy4EeHHBIE BBIBOIbI; B YaCTH OLICHUBAHUS P ’ Ta0bopaTOpHBIM

MPaBUIBHOCTH U
OLICHUBATh 9KOHOMETPHUYECKHUX padotam (1-5)

. TOYHOCTb

HKOHOMETPHUECKUE MoJjienelt 1

MOJTyYeHHBIX
MOJIENIN, aHAIM3UPOBATh | MPOTHO3UPOBAHUS Ha

pe3ysbTaToB;
U CO/IEPIKaTENbHO OCHOBE

Ka4yecTBO aHAIN3a U
UHTEPIPETHPOBATH HKOHOMETPHUIECKUX

. UHTepHpeTauu

pe3yiIbTaThl MoJieNIel COIUaIbHO-

MOJTyYeHHBIX
YKOHOMETPHYECKOTO HKOHOMHYECKUX

pe3yabTaToOB U
MOJICTUPOBAHMS; MIPOIIECCOB

BBIBOIOB; KQUE€CTBO
odopmIIeHUS




pa3BuUTHE
YKOHOMUYECKUX
MIPOLIECCOB U SIBJICHUI Ha
MUKPO- U MAaKPOYPOBHE

Bnaners:

HaBLIKAMHU
SKOHOMETPHUYECKOTO
MOJICTTUPOBAHUS U
MIPOTHO3UPOBAHUS,
HEOOXOAUMBIMH I
perieHus
npodecCHOHATBHBIX
3a/1a4; CpeICcTBaMHu
aHajn3a u
CoJIepXKaTeIbHOM
UHTEPIIPETAIAN
MOJTy4YEHHBIX
pe3yJIbTaToOB

Pemraer
pPa3HOYPOBHEBBIC
3anauu, GopMUpyeT
OTYET IO 3aJaHHI0 K
nabopaTopHol padboTe
C TIOMOIIIBIO
HMHCTPYMEHTAIIbHBIX
CPEJICTB OLICHUBAHHUS
9KOHOMETPHUYECKHX
MOZEeIIen

OO00CHOBaHHOCTH
BBIOOpA 1
HCIIOJIE30BAHUS
UHCTPYMECHTAIBHBIX
CPEJICTB; TIOJHOTA U
COJICPIKATEIIBHOCTh
pelIeHus ¢
COOJIrOIeHUEM
HE00XO0IUMOI
10CJIEIOBATEILHOCT
Y PacyeToB;
IPAaBHJILHOCTD U
TOYHOCTh, KAUECTBO
aHajan3a u
UHTEPIIPETALNN
MOJTyYEHHBIX
pe3yJIbTaToB U
BBIBOJIOB; KAY€CTBO
o opMIICHHUS

3anaHus K 3a4eTy
(1-10), Tect
(BapuanTt 1-10),
Ketic-problem (1-
5), BOIIPOCHI [t
cobecenoBanus (1-
2), KOMIUIEKT
[Pa3HOYPOBHEBBIX
Bamay (1-10),
BaaHus K
TabopaTOpHBIM
pabotam (1-5)

OIIK-5: Cnoco6eH ucnonp30BaTh COBpeMEHHbIE MH()OPMALIMOHHBIE TEXHOJIOTHH U
IPOTPaMMHBIE CPECTBA MPH PEIICHUH MPOEeCCHOHANBHBIX 3a7a4

YMenue 3anaHus K 3a4eTy
TI0JI30BATHCS (1-10), Tect
0a3aMu JaHHBIX; (BapuanT 1-10),
3HaeT BO3MOXKHOCTH | PaBUIILHOCTh Ketic-problem (1-
3Hath: COBPEMEHHBIX BbIOOpA U 5), BONIPOCHI 17151
i MH(OPMALIMOHHBIX UCIIOJIb30BaHUS cobecenoBanus (1-
BO3MOYKHOCTH .
TEXHOJIOTHI B 00JIaCTH | CPEIICTB MOYJIS 2), KOMIJIEKT
MCIIOJIb30BaHUS MOy " a
" " 9KOHOMETPHKH. CraTuctuka [Pa3HOYPOBHEBBIX
Crarucrika” Tabmam ApryMeHTHpyeT Ta6num Calc Libre panau (1-10)
Calc Libre Office n PryM Py ’
MIPUMEHEHHE Office u BagaHus K
HYKOHOMETPHYECKOTO
MH(OPMAIIMOHHBIX HSKOHOMETPHUYECKOT [1abopaTOpHBIM
naketa Gretl; 2 6a3bl o
TEXHOJIOTUH MpHr o maketa Gretl mis  [pa6oram (1-5)
JaHHBIX ceTH Internet ms
IIPOBE/ICHUU PACUeTOB. | peIIeHus
pelIeHus] aHATUTUYECKUX
OObsicHSIET OCHOBHBIE | aHAIMTUYECKUX U
U FCCIIEIOBATEIbCKIX
sanad KOMaH bl TTaKkeTa UCCIIeI0BaTEIbCKIX
TIPUKJIATHBIX 3a1a4 npu
MPOTPaMM. BBITIOJTHEHUH
3aJJaHus K
1abopaTopHOit
pabore
YMers: Pemraer CamocTosATenbHOCT [3aaHus K 3a4ETy
OCYILECTBIISATH IIOUCK pa3HOYpOBHEBbIE b U (1-10), Tect
HE00X0IUMOMH 3a1a4u, GopMUpyeT pannoHanbHOCTh  [(BapuaHT 1-10),

uHpopmanuu B 6azax
IaHHBIX ceTu Internet;
MCIIONIb30BaTh CPEICTBA
monayns "Cratuctuka"

OTYeT 1O 3aJ[aHHUIO0 K
nabopaTopHo pabore
B YaCTH MOKMCKa
nH(}OpMaLUY B CETH

BBIOOpA TaHHBIX,
cTeneHb
000CHOBaHHOCTHU
BBIOOpA

Ketic-problem (1-
5), BOITPOCHI IS
cobecenoBanus (1-

2), KOMIUIEKT




Ta6mui Calc Libre Office | Internet WHCTPYMEHTAJIBHBIX [pa3HOYPOBHEBBIX
Y SKOHOMETPUYECKOTO HUCTIOB30BAHUS cpezacTs; mojHoTa U Banay (1-10),
nakera Gretl ms HMHCTPYMEHTAIIbHBIX COJIEPKaTENbHOCTh BaZlaHus K
peIIeHUsT AaHATUTUICCKUX | CPEIICTB pelIeHus ¢ TabopaTopHBIM
U YICCJIE0BATEIBbCKUX COOJIIOIEHUEM pabotam (1-5)
3a1a4 HE00X0TUMO
MOCIIEI0BATEIBHOCT
1 PacyeToB;
PaBUWJIBHOCTD U
TOYHOCTb
MOJTy4YEHHBIX
pE3YIIbTATOB;
Ka4yecTBO aHAJIN3a U
WHTEPIPETAIH
MOJTy4YEHHBIX
pE3yJIbTATOB H
BBIBOJIOB; Ka4€CTBO
oopmienus
LenenanpaBieHHOC [3aJaHUs K 3a4ETy
Th TIOMCKa 1 otOopa [(1-10), Tect
uHdopmanuu; (Bapuant 1-10),
PaBUIBHOCTD Kkeric-problem (1-
UCIIONIb30BaHUS 5), BOIIPOCHI 117151
CPEIICTB MOJTYJIS cobecemoBanus (1-
Pemraer "Craructuka" 2), KOMIUIEKT
pa3HOYpPOBHEBBIE Ta6mun Calc Libre [pa3sHOypOBHEBBIX
3anaun, GopMUpyeT Office u anay (1-10),
OTHYET 110 3aJaHHI0 K 9KOHOMETPUYECKOT [3aJlaHus K
Buaners: N
naboparopHoit pabote | o makera Gretl nns  [1abopaTopHBIM
crocobamu Moucka
N C UCIOJIb30BAaHUEM 00paboTKu 1 padotam (1-5)
HE0OXO0 MO
COBpPEMEHHBIX aHalM3a JaHHBIX;
uH(pOpMAIIUU B CETH
MH(}OPMALIMOHHO- IIOJIHOTA U
Internet, cpencrBamu
" " KOMMYHHKAITMOHHBIX | COJEPKATENbHOCTh
Moy "CTaTUCTHKA TEXHOJIOTHHA 1 SIICHHUS C
Ta6un Cale Libre Office P
rI100aTbHBIX co0JII0ICHHEM
¥ DKOHOMETPUYECKOTO .
MH(OPMALIMOHHBIX HE00X0IMMOM
nakera Gretl s
PECYPCOB, a TaKxke MOCTIEI0BATEIHHOCT
00paboTKu, aHamM3a
WHCTPYMEHTATBHBIX Y PacyeToB;
YKOHOMHYECKUX JIAHHBIX,
CPEICTB st CaMOCTOSITENTLHOCTh

9KOHOMETPUYICCKOTO
MOZACIIMPOBAHUSA U
MMPOTrHO3UPOBAHUA

00paboTKu, aHaIM3a
HKOHOMHYECKUX
JAHHBIX,
SKOHOMETPHYECKOTO
MOJICTTUPOBAHUS U
MIPOTHO3UPOBAHUS

" palluOHAJIBHOCTH
BBIOOpA JTAaHHBIX;
MMPpaBHIIBHOCTb U
TOYHOCTb
TOJIYYEHHBIX
pe3yIbTaTOB;
Ka4eCTBO aHAIN3a U
HUHTEpIpETAIlNN
TOJIYYEHHBIX
pe3yabTaTOB U
BBIBOIOB, KQUE€CTBO
oopmIIeHUS

1.2. lllkana olleHUBAHUS:




Texymuii KOHTPOJIb YCIIEBAEMOCTH M IPOMEXYTOUHAs aTTECTAalMsl OCYLIECTBISETCS B
paMKax HaKOMUTENbHOU OamTbHO-peUTHHroBOM cuctembl B 100-0anibpHOM 1mIKae.

- 50-100 6am1oB (3auTeHO)
- 0-49 GannoB (HE 3a4TEHO).

2. TunoBble KOHTPOJIbHBbIE 3aJaHMSI WJIHM HMHble MaTepuajbl, HeOOXOAUMBbIE JIsl
OLIEHKM 3HAHWIi, YMEHUI, HABBIKOB WU (MJIH) ONBITA JESATEJIbLHOCTH, XapaKTepPHU3YHIIUX
Tanbl GOPpMUPOBAHNSI KOMIIETEHUMH B Mpoliecce 0CBOCHUS 00pa30BaTeIbHON MPOrPaMMbl

3aganus K 3auery

3AJJAHHUE K 3AYETY Nel

1. Operators «Between» and «Withiny». Types of estimates. Comparative analysis of estimates.
Specification tests for panel data models. The Hausman test. Testing fixed effects. Testing
random effects.
2. The linear regression model. The ordinary least-squares method (OLS). Extended least
squares method (ELS).

Problem

The researcher uses the binary choice logit model to find out how the likelihood of being
unemployed depends on work experience and education. The researcher interviewed 1000
economically active citizens aged 21 to 28 years and received data on the following variables:
Unemployed - a dummy variable equal to one if the respondent is unemployed; Experience - the
respondent's work experience (in years); Education - the duration of the respondent's education
(in years). The table shows the results of model estimation:

Dependent Variable: Unemployed
Logit
Experience —-0.20
(0.03)
Education —-0.10
(0.02)
Constant —0.60
(0.12)
Question: Aristarkh Petrov studied at school for 10 years and another 4 years in a

bachelor's degree. He has no work experience yet. How likely is he to be unemployed?

3AJJAHHUE K 3AYETY Ne2

1. Heteroskedasticity, its causes and methods of detection and elimination. Weighted least
squares (WLS).

2. Cointegration of time series. Error correction model.

Problem
The questions in this assignment are based on the following experiment: 400 drivers,
selected at random, were asked to take a special driving test. For each driver, the following data
were collected: Pass - a dummy variable equal to one if the driver passed the test, Male - a



dummy variable equal to one if the driver is a man, and equal to O if the driver is a woman,
Experience - driving experience (in years). The table presents the results of seven models
estimated on the basis of the available data.

Dependent Variable: Pass
Probit Logit Linear Probit Logit Linear Probit
Frobability Probability
(1) i2) (3) (4) (5 (5) (7

Experience 0.031 0.040 0.00& 0.041
{0.009) [0.0186) [0.002) (0.156)

Male -0.333 -0.622 =0.071 =0.174
{0.161) {0.303) (0.034) (0.254)

Male*Experience -0.015
(0.019)

Constant 0.712 1.059 0.774 1.282 2.197 0.900 0.806
[0.126) (0.221) (0.034) (0.124) (0.242) {0.022) {0.200)

Question: Is the likelihood of passing the test dependent on driving experience (use results from
columns (2) and (7))?

3AJJAHHUE K 3AYETY Ne3

1. The maximume-likelihood method.
2. Error components mode. Model specification. Fixed and random individual effects.

Problem

The dependence of the average per capita alcohol consumption in the countries of the
world on various factors is investigated.

Model 1:

ALCO=B1+B2GDPi+psMUSLi+psBUDD;+psHINDUi+si,

where ALCOQi is the per capita consumption of pure alcohol per person (I), GDPi is the
GDP per capita (US dollars), MUSLIi, BUDDi, HINDUI are the shares of the population
professing Muslim, Buddhist and Hinduism, respectively (in% of the total population). In the
course of the OLS estimation of the model based on data from 50 countries, the following results
were obtained: sum of squares residuals ESS = 200, explained sum of squares RSS = 300.

Also, to test the hypothesis that religion does not have a significant effect on alcohol
consumption, the parameters of the second model were estimated:

Model No. 2:

ALCOi=B1+B2GDPj+ei.
In the second model, compared to the first, the RSS value has changed by 100. How much is the
adjusted R2 in the second model?

3AJIAHUE K 3AUETY Ned

1. Binary choice models. Probit and Logit models. Interpretation of coefficients in binary

choice models.
2. Residual autocorrelation, its causes, detected and elimination methods.

Problem
The researcher evaluated the probit model. He took the individual's preferred type of ice
cream, pistachio or chocolate, as the variable to be explained. Namely, yi = 1, if the i-th
respondent likes pistachio more and yi = 0, if - chocolate. As an explanatory variable, the
researcher took the number of chocolates eaten by the respondent on a monthly basis. Got an
estimate for a hidden variable: v* = 2 — 0.3x,.
Estimate the likelihood that an individual who eats 6 chocolates a month prefers pistachio

ice cream.
3AJIAHUME K 3AUYETY Ne5



1. Dummy variables. Restricted least squares.
2. Box-Jenkins models.

Problem

Based on 40 observations, the model of the dependence of wagei ($) wages on the
duration of schoolingi (years) and work experience (years) was estimated. The estimated model
is: wage, = 250 + 15schooling; + 55experience,, ESS=125, TSS=200. The researcher
decided to add mschoolingi and fschoolingi parents' education (years) to the model, after which
ESS = 175. At the 1% significance level, when testing the hypothesis about the influence of the
duration of parental education on the wages of their child, determine what is the observed value
of the test statistics?

3AJJAHUE K 3AYETY Ne6

1. Specification errors and their detection. Choosing the optimal set of regressors and
functional forms of the regression dependence.
2. The Granger causality test

Problem

The agricultural specialist believes that the consumption of beef in the regions (y) in tonnes per
year depends on the price of beef (x1) rubles per kilogram, the price of pork (x2) rubles per
kilogram, the price of chicken (x3) rubles per kilogram and average per capita cash income (x4).
The following regression model is derived from a sample of 30 regions:

log y =-0.024-0.529l0g x, +0.217log X, +0.193log x; +0.0416log X,
(0.168) (0.103) (0.106) (0.163)

R? =0.683

a) Interpret the coefficient at log xi.

b) Check at the 1% significance level the null hypothesis that the coefficient at log x4 in the
population is zero.

3AJAHHUE K 3AYETY Ne/

1. Residual autocorrelation, its causes, detected and elimination methods.
2. Endogeneity of variables. The case of correlated regressors and random error. Errors of
measurement variables. Instrumental variables. The Hausman test.

Problem

The researcher analyzes the dependence of consumption (c) on disposable income (y)
based on a simple empirical model: ci=Byi+ei, & - independent normally distributed random
variables with zero mean and variance V(e,) = a* - y?.

The researcher collected data on two thousand households and performed the following
preliminary calculations:

2000y = 2000; TINW0c = 1000; T p? = 1450; T y.p = 050; Efziﬂ'ﬁ = 1050; Efg‘i“f = 1550.



Using whatever data is available to you, calculate an effective estimate of the marginal
propensity to consume.

3AJJAHHUE K 3AYETY Ne8

1. Discrete dependent variables: nominal, ranked and quantitative. Binary choice models.
Probit and Logit models. Interpretation of coefficients in binary choice models.
2. Imaginary regression. The unit root. Unit root tests.

Problem

The dependence of the average per capita alcohol consumption in the countries of the
world on various factors is investigated.

Model 1:

ALCOi=B1+B2GDPi+BsMUSL;+psBUDD;+BsHINDUi+s;,

where ALCOQi is the per capita consumption of pure alcohol per person (I), GDPIi is the
GDP per capita (US dollars), MUSLIi, BUDDi, HINDUI are the shares of the population
professing Muslim, Buddhist and Hinduism, respectively (in% of the total population). In the
course of the OLS-estimation of the model based on data from 50 countries, the following results
were obtained: sum of squares of residuals ESS = 200, explained sum of squares RSS = 300.

Also, to test the hypothesis that religion does not have a significant effect on alcohol
consumption, the parameters of the second model were estimated:

Model No. 2:

ALCOi=B1+B2.GDPj+ei.

In the second model, compared to the first, the RSS value has changed by 100. How
much is the adjusted R2 in the second model?

3AJAHHUE K 3AYETY Ne9

1. Multicollinearity and elimination methods.
2. Distributed lag models (partial adjustment model, adaptive expectations model).

Problem

Based on 35 observations, a model of the dependence of wagei ($) wages on the duration
of schoolingi (years) and work experiencei (years) was estimated. The estimated model is:
wage, = 400 + 25schooling,; + 60experience;, ESS=130, TSS=210. The researcher decided
to add mschoolingi and fschoolingi parents' education (years) to the model, after which ESS =
180. At the 10% significance level, when testing the hypothesis about the influence of the
duration of parental education on the wages of their child, indicate the number of restrictions that
are equated to zero in the formulation of the null hypothesis?

3AJJAHHUE K 3AYETY Nel0

1. Heteroskedasticity, its causes and methods of detection and elimination. Weighted least
squares (WLS).



2. Panel data. Advantages of using panel data. Difficulties in working with panel data.
Error components model.
Problem

Based on 2040 observations, a model of the dependence of the cost of an apartment pricei

(at $ 1000) on the floor area was estimated livespi: price, = 90 + 1.8livesp,. When

constructing a 95% confidence interval for E(pricer|livesp=70), what is equal to Var(price;|X),

if vé* = 1259.265, and the covariance matrix has the following form:

(Intercept) livesp
Var(8|X) = (Intercept) 21.9 —0.46
livesp —0.46 0.01

Round to one decimal place.

Kpumepuu oyenueanus:

Maxkcumanvhoe konuuecmeo oannoe — 100.

3amanue K 3a4eTy COJASpKHUT 2 Bompoca U 1 3agady. bayibl BBICTaBISIOTCS MO KaXKIOMY
3aJJaHUIO B OTJICIIbHOCTU U CYMMUPYIOTCSL.

Kascowtit gonpoc oyenusaemces omoenvro, makcumaivho ¢ 20 6annos.

MakcumaiapHOe KondecTBO 0ayuioB 3a 2 Bompoca — 40 6amwioB. Kputepun onieHuBaHHS
OTJICITBHOT'O BOTIPOCa:

10-20 GamnoB. OTBeT Ha BONPOC BEPHBIH; MPOAEMOHCTPUPOBAHO HAJIWYME TIIYOOKUX
UCUEPIIBIBAIOIUX / TBEPABIX M JOCTATOYHO IOJIHBIX 3HAHUM, I'PaMOTHOE U JIOTMYECKH
CTpPOIHOE H3JI0’KEHUE MaTepuaja IMpU OTBETE, BO3MOXKHBI OTIEJIbHBIE IMOTPEIIHOCTH U
OIMOKHM,  yBEPEHHO  MCIpaBJIEHHblE M  IOCJIE€  JIOMOJHUTENIBHBIX  BOIIPOCOB;
IPOJIEMOHCTPUPOBAHO HAIMYHE TIIYOOKMX HMCUYEPIBIBAIOMIMX / TBEPABIX M JOCTATOYHO
IIOJIHBIX 3HAHUM, TPAMOTHOE U JIOTMYECKH CTPOMHOE U3JI0KEHUE MaTepuaa Ipu OTBETE.

0-9 Gamura. OTBET Ha BOMPOC JIUIIH YACTUYHO BEPEH, MPOJIEMOHCTPUPOBAHA HETOYHOCTh |
HEYBEPEHHOCTh OTBETOB HA JOMNOJHUTEIbHBIE W HABOJALIME BONPOCHl, JUOO OTBET Ha
BOIIPOC HE BEPEH, IPOJEMOHCTPUPOBAHA HEYBEPEHHOCTh M HETOYHOCTh OTBETOB Ha
JIOTIOJTHUTEIIbHBIE U HABOJISIINE BOIIPOCHI.

Problem ouenusaemca maxcumanvno 6 60 6annos:
Kpurepun onieHnBaHus 3a1a4u:

30-60 6amnoB. Problem pemiena B moigHOM 00beMe, BRIOpaHBI BEPHBIC HHCTPYMEHTAIbHBIC
METOABl W TIPUEMBl pEIIeHHs, TPOBENEHBI BEpHBIC pacUeThl, CHeNaH IOJIHBIH,
COJIepKaTeIIbHBIN BBIBOJI 110 PE3yJIbTaTaM MPOBEICHHBIX pacyeToB; mubo Problem periena B
MOJTHOM 00BbeMe ¢ HEeOOJBIIMMHU MOTPEIIHOCTSMHU, BBIOpPAHBI BEPHBIE MHCTPYMEHTAIHHBIC
METOABl W TPUEMBbl pelIeHHs, MPOBEIEHbl BEpHBIE pacueThl, CHeNlaH IOJIHBIH,
COJIepKATEeNbHBIN BBIBOJ MO pe3yJabTaTaM MPOBEACHHBIX PAacueTOB, B pacueTax M BBIBOAAX
coJiepKaTcsl He3HAYUTEIbHBIE OIINOKY.

0-29 Gamma. Problem permiena 4acTHYHO, YACTUYHO BHIOPAHBI BEPHBIC MHCTPYMECHTAILHBIC
METOABl W TMpPHUEMBbl pEIICHUs, MPOBEAEHBl YACTHYHBIE pPACYEThbl, CJIEJaH BBIBOJ IIO
pe3ynbpTaTaM MPOBEAEHHBIX PACUETOB C TMorpentHocTsMu mbo Problem He pemena wim
pellleHa YacTMYHO, YAaCTUYHO BBIOpPaHBI HEOOXOJUMBIE WHCTPYMEHTAJIbHBIE METOABI U
NpUEMBl pEIIeHUsl, PacdyeThl He TPOBENEHBI WM MPOBEACHBI YACTHYHO, BBIBOJ IIO
pe3ysbTaTaM MPOBEJCHHBIX PACYETOB HE CJIENIaH WM OUIMOOYEH.

3auem evicmasnsiemcs Ha OCHOBAHUU UMO20801L CYyMMbl 662]1/106, HCl6pClHHblx cmyOeHmOM:

e 50-100 6ammoB «3auTeHOY;
e 0-49 GamnoB «HE 3aYTEHOY.

Tect



Bapuanm 1

1. (Choose more than one answer) The types of econometric models are based on the type of
model ...

A) systems econometric equations

B) nonlinear regression

C) time series

D) linear regression

2. (Choose more than one answer) Among the factors determining the dynamics of the time
series can be called ...

A) The dynamics and cumulative factors

B) autocorrelation and trend

C) Seasonal fluctuations and the trend

D) trends and random factors

3. (Choose more than one answer) The econometric model of the form of the Cobb-Douglas
y =axxZ2¢ linearly includes

A) Variable x2

B) Variable y

C) Variable x1

D) Parameter a

4. The value of multiple correlation coefficient is in the interval
A) [0, 1]

B) [-1, 0]

C) [-1, 1]

D) [-2, 2]

5. An indicator on the basis of which can be checked essentiality (significance) of individual
parameter regression equation is not ...

A) The total variance of the dependent variable

B) Student's t-test

C) Confidence interval

D) Fisher criterion

6. (Choose more than one answer) The value of the coefficient of determination was 0.9,
therefore ...

A) regression equation explained 90% of the resultant variable dispersion

B) the proportion of the residual variance of the dependent variable y is 90% of its total
dispersion

C) the proportion of the residual variance of the dependent variable y was 10% of its total
dispersion

D) regression equation explains 10% of the resultant variable dispersion

7. (Choose more than one answer) The matrix of pairwise linear correlation coefficients can be
used for the following tasks:

A) Detecting variables multicollinearity

B) Determining the tightness the linear relationships between variables

C) Calculation equation parameter estimates

D) Determination of the significance of the coefficient of determination



8. To detect autocorrelation in the regression equation, the following statistics is used ...
A) Student

B) Fisher

C) Bartlett

D) Durbin-Watson

9. When evaluating the regression linear equation parameters
using the method of least squares the ratio Z(y _y )2

A) is integrated
B) is minimized
C) is set to zero
D) is maximized

10. Random component in the econometric model ...

A) is applied only in linear models

B) does not make economic sense

C) reflects the impact on the effective sign of random factors
D) is a negligible quantity, which can be neglected

Bapuanm 2

1. When estimating the parameters of a linear regression equation using the least squares
method, the ratio z(yi _y, )2

A) Integrate; B) Minimize; C) Equate to zero; D) Maximize.

2. An explicit formula for the estimates of the coefficients of the LSM, obtained using linear
algebra, has the form:

Ty

A) B =(X'X) IX’y; B) B=(X'y) ‘X’X; B) B=(X1X) ‘X’y; r = « .

3. Endogeneity occurs when

1) Var(s;) # ﬂ;

2) Cov(es @) # 0.
3) Cov(e;,z;) = 0.

4) Cov(z;, m;) # 0

4. (Please select more than one answer) The coefficient of determination was 0.9, therefore ...
A) 90% of the variance of the effective trait is explained by the regression equation

B) the share of the residual variance of the dependent variable y in its total variance was 90%
C) the share of the residual variance of the dependent variable y in its total variance was 10%
D) the regression equation explains 10% of the variance of the effective trait

5. For 30 observations, the following regression equation was estimated (the standard deviations
of the coefficient estimates are indicated in parentheses):

7 =15-0,9-2" +0,04-2* 40,0027 +2,0-2Y, R = 0,59
(1,0)  (0,4) (0,01) (0,02) (0,6)



Check (at a 5% significance level) the hypothesis that all coefficients of the variables in the
equation are simultaneously equal to zero.

A) The calculated statistics will be 8.99 and the tested hypothesis should be accepted,;

B) The calculated statistics will be 8.99 and the tested hypothesis should be rejected;

C) The calculated statistics will be 0.23 and the tested hypothesis should be rejected;

D) The calculated statistic will be 0.23 and the hypothesis being tested should be accepted.

6. The researcher obtained the following results of estimating the parameters of a linear multiple
regression model using the least squares method based on data from two thousand observations:
y,=0,2146,72x, + 8,81z,

(002) (1,95 (1,97)
Corresponding standard errors are indicated in parentheses under the coefficient estimates. Using
the 5% significance level, test the insignificance of the coefficients of the variables in this
equation. (The corresponding critical t-statistic at the 5% significance level is 1.96.)
a) Only the coefficient at the variable xi is significant.
b) Only the coefficient at the variable zi is significant.
c) Both the coefficient at the variable xi and the coefficient at the variable zi are significant.
d) None of the coefficients are significant.

7. What is one of the worst consequences of autocorrelation?
1) It can lead to the inconsistency of standard errors;

2) It can lead to endogeneity;

3) It can lead to conditional heteroscedasticity;

4) It can lead to multicollinearity.

8. The researcher is studying the effectiveness of a new medicine for altitude sickness, which
people face while at high altitude. He collected data on 2,000 climbers, half of whom, at altitude,
took the new medication, and the other half did not. For each of the climbers, as a result of a
comprehensive examination, the health level was measured according to a special 10-point scale
(1 - very bad, 10 - very good).

After some simple calculations, the researcher obtained the following results:

* For climbers who took the medicine, the average health level is 4 points, with a sample
variance of 2.

* For climbers who did not take medication, the average health level is 7 points, with a sample
variance of 2.

In addition to calculating the means, our researcher wants to evaluate the regression:
Yi=a1to2-Xiteg

where xi is a dummy variable equal to one if the i-th climber took medicine, and equal to zero
otherwise, yi is the health level of the i-th climber. Using the information available, help the
researcher compute the estimates of the coefficients in such a regression.

Consider three options for implementing an experiment with drugs.

Option 1: each climber participating in the experiment decides for himself whether to take the
medicine or not.

Option 2: climbers participate in a lottery, during which it is randomly determined which of them
will take medicine and who will not.

Option 3: Female climbers take medication, but male climbers do not.

In which case will the regressor in the equation be exogenous?

1) In case of implementation of option 1,

2) In case of implementation of option 2;

3) In case of implementation of option 3;

4) In each of the three cases.



9. For two types of products B and C, the model of the dependence of specific fixed costs on the
volume of products is as follows:

yB=80+0.7x yC =40x0.5

Determine the coefficients of elasticity for each type of product and explain their meaning.

10. Choose the correct statement:

A) If we have theoretical grounds to believe that there is a dependence on the z variable, and you
are evaluating the regression, it is not significant, it is better to leave it.

B) If we have theoretical grounds to believe that there is a dependence on the z variable, and you
are evaluating the regression, it is not significant, it is better to exclude it.

C) If a variable is significant, but the theory says: there should be no dependence on this
variable, then it is better to exclude it.

Bapuanm 3

1. The square of what coefficient in paired regression indicates the proportion of the variance of
one random variable due to the variation of the other?

A) Coefficient of determination; B) Pairwise correlation coefficient;

C) Partial correlation coefficient; D) Multiple correlation coefficient.

2. A correlation coefficient equal to —1 means that between the variables.

A) there is no linear connection, B) there is a linear connection;

C) functional inverse relationship;D) the situation is not defined.

A study is being conducted at the cinema on what kind of popcorn viewers prefer.

3. Find the correct statement. When selecting factors by gradually reducing their number,

A) Fisher's, Student's, Durbin-Watson's criteria, multiple determination coefficient.

B) Coefficients of paired and multiple correlation of the resulting indicator and factors, Fisher's
and Student's tests.

C) Coefficients of paired and multiple correlation of the resulting indicator and factors, the
Darbin-Watson, Fisher and Student tests.

D) Durbin-Watson, Student's criteria, multiple correlation and determination coefficients.

E) Fisher's, Student's criteria, multiple correlation and determination coefficients.

4. Standard quality indicators of models ...

A) act in the same direction: the lower the criterion value, the worse the model.

B) act in the same direction: the lower the criterion value, the better the model.

C) act in different directions: depending on the criterion.

D) act in the same direction: the higher the value of the criterion, the better the model.
A multiple regression equation is given. Check the significance of the coefficients.

5. Within the framework of the assumptions of the classical linear multiple regression model, the
researcher using the least squares method based on data on ten thousand observations obtained
the following results of estimating the parameters of the equation:

Iny, =0,34+0,12*Inx, +0,71*Inz,, R>=0,4.
What can be said about the significance of the resulting equation?
(The corresponding critical value of the F-statistic at the 5% significance level is 3.00, and at the
1% significance level is 4.61.)
A) When using the 5% significance level, a conclusion should be made about the significance of
the equation. When using the 1% level of significance, it should be concluded that the equation
IS not significant.



B) When using the 1% significance level, a conclusion should be made about the significance of
the equation. When using the 5% level of significance, it should be concluded that the equation
Is insignificant.

C) Using both the 5% and 1% significance levels, it should be concluded that the equation is
significant.

D) When using both 5% and 1% significance levels, it should be concluded that the equation is
insignificant.

6. Benjamin examines the influence of various factors on the wages of people living in Russia.
Based on 1,000 observations, he estimated the regression of wages (wagei, in thousands of
rubles) from a person's education (educi, in years), education of this person's mother
(mother.educi, in years), and dummy for work experience (experi: 1 - if more than 5 years, 0 - if
less than 5 years). Benjamin got the following results:

wage; = 10 + 20 - edue; + 5 - mother. edue; + 15 - exper;

Benjamin has concerns about multicollinearity in the data. To test his guess, he evaluated the
auxiliary regressions and got:
Ea;a = 11 + 2 - mother. educ; — 5 - exper;, R? = 0.97

motf?&_.‘educi =10 + 10 - educ; + 3 - exper;, R? =0.93

éxper; = —8 - educ; + 9 - mother. educ;, R? = 0.3

After calculating the inflation-variance coefficients for all the auxiliary regressions, what
conclusion should Benjamin draw?

A) There is multicollinearity between a person's education and his work experience, these
variables are dependent among themselves, but not related to the education of the mother;

B) There is multicollinearity between the education of a mother and her child and work
experience, all these variables are dependent on each other;

C) There is a multicollinearity between the education of a mother and her child, these variables
are dependent among themselves, but not related to work experience;

D) There is multicollinearity between the mother's education and work experience; these
variables are dependent on each other, but not related to the child's education.

7. Make a conclusion. The values of standard errors for the regression coefficients are indicated
in parentheses.
v  =0543+17x,+0,3x, to.sn =2,26.
(3,85) (0,7 (0,2)

8. The results showed that species A preferred 65% plus or minus 3%. What does “plus or minus
3% mean?

A) Three percent of viewers changed their preferences in favor of popcorn A.

B) 3% of all viewers were surveyed.

C) The true proportion of popcorn type A lovers could be determined if 3% more viewers were
surveyed.

D) The true proportion of popcorn popcorn lovers with a fixed confidence level ranges from 62
to 68 percent.

E) Three percent of the sample results are sloppy and should be discarded.

9. (Please select several answers) Among the factors that determine the dynamics of the time
series are ...

A) Dynamics and cumulative factors B) Autocorrelation and trend

B) Seasonal fluctuations and trend D) Trend and random factors



10. The researcher evaluates the parameters of the model ¥; =B, +B, *x; +£; using two-step least
squares (2LS), using the variable w as the tool for the variable x. What requirements must the
instrumental variable satisfy for the obtained estimate of the coefficient B2 to be consistent?

a) COV(W{,E‘JZO, Cov(w,,x,)=0

6) Cov(w,,g,)=0, Cov(w,,x,)=0
B) Cov(w,.g )=0, Cov(w,x,)=0
r) Cov(w,,.g,) (w,x,)=0
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1. How is the regression coefficient b1 interpreted in a linear model?
A) Coefficient of elasticity;

B) Tangent of the slope of the regression line;

C) The value of the effective trait with a zero value of the factor.

2. Student's criterion is intended for ...

A) Determination of the statistical significance of each of the coefficients of the regression
equation.

B) Determination of the economic significance of each of the coefficients of the regression
equation.

C) Determination of the statistical significance of the model as a whole based on the aggregate
reliability of all its coefficients.

D) Determining the economic significance of the regression model as a whole.

E) None of the statements A-D is correct.

3. The random component in the econometric model ...

A) Applicable only in linear models

B) Does not make economic sense

C) Reflects the influence of random factors on the effective sign
D) Is a negligible quantity that can be neglected

3. Within the framework of the assumptions of the classical linear multiple regression
model, the researcher using the least squares method based on data on ten thousand observations
obtained the following results of estimating the parameters of the equation:

Iny, =—0,01+0,06%Inx, +0,04*Inz,, R*=0,2.

What can be said about the significance of the resulting equation?

(The corresponding critical value of the F-statistic at the 5% significance level is 3.00, and at the
1% significance level is 4.61.)

A) When using the 5% significance level, a conclusion should be made about the significance of
the equation. When using the 1% level of significance, it should be concluded that the equation
IS not significant.

B) When using the 1% significance level, a conclusion should be made about the significance of
the equation. When using the 5% level of significance, it should be concluded that the equation
is insignificant.

C) Using both the 5% and 1% significance levels, it should be concluded that the equation is
significant.

D) When using both 5% and 1% significance levels, it should be concluded that the equation is
insignificant.

4. Based on the series of data for variables X and Y, the regression equation is constructed:
y=a, +a,x=5+125x.



If x = 2, then the elasticity of the resulting indicator y relative to the factor x:
A) 1.25.B) 7.5. B) 0.33. D) 4.6875. D 2.

6. The researcher analyzes the model ¥:=a+Bx; +&, for which all the prerequisites of the
classical linear multiple regression model are satisfied with one exception: the variance of the
random error &i has the form ¥(g)=0.x7_ If the researcher uses the usual least squares method to
estimate the coefficients of the model, then his estimates will be:

A) displaced and effective; B) biased and ineffective;

B) unbiased and effective; D) unbiased and ineffective.

7. The equation of multiple regression is given. Check the significance of the coefficients. Make
a conclusion. The values of standard errors for the regression coefficients are indicated in
parentheses.
y  =124,3+1,12x,-0,53x, toasx =2,26.
(385) (0,3) (0,6)

8. The coefficient of the regression equation shows ...

A) How much will the result change when the factor changes by 1%.

B) How much% will the factor change when the result changes by 1%.

C) How many units. the result will change when the factor changes by 1 unit.
D) How many units. the factor will change when the result changes by 1 unit.
E) How many times will the result change when the factor changes by 1 unit.

9. Let Y be the turnover of the store, million rubles, X1 - retail space, thousand square meters,
X2 - the average number of visitors per day, thousand people.

y=-0,832+4, 743x,+ 0, 175x,.
What would be the turnover of a store if it is located in a relatively busy location with 20,000
visitors and a retail space of 1,000 square meters?
A. 8242.168 million rubles. B. 8.243 million rubles.
B. 7.411 million rubles. G. 3.911 million rubles.
E. All answers in nos. A-D are incorrect.

10. Let there be the following regression model characterizing the dependence of y on x:
y =8 - 7x. Itis also known that rxy = -0.5; n = 20. Tcr (0.05, 18) = 2
Plot the confidence interval for the regression coefficient in this model, analyze the results.
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1. The tabular value of the Fisher criterion depends ...

A) only on the level of confidence.

B) only on the number of factors included in the model.

C) only on the length of the original row.

D) only on the level of confidence and the number of factors included in the model.

E) and on the level of confidence, and on the number of factors included in the model and on the
length of the original series.

2. (Please select multiple answers) The econometric model of the Cobb-Douglas type linearly
includes
A) Variable x2; B) Variable x1; C) Variable y; D) Parameter a.

3. What is the meaning of the least squares method?



A) Z(y-9,)* - min; B) Z(y- ¥ x)? > max;
C) Z(y-§) — min; D 2(y- ) — max.

4. The researcher analyzes the model ¥: = 9% & for which all the prerequisites of the
classical linear multiple regression model are satisfied with one exception: the variance of the
random error &i has the form V(s)=38x’ §>0. If the researcher uses the usual least squares
method to estimate the coefficients of the model, then his estimates will be:

A) displaced and effective; B) biased and ineffective;

B) unbiased and effective; D) unbiased and ineffective.

5. In a multiple linear regression model with two explanatory variables
Y=a+ixitxe+u o
The estimate of the coefficient B1 by the least squares method for a given sample does not
depend on:
A) the observed values of the variable x1;
B) the observed values of the variable x2;
B) the observed values of the variable Y;
D) the values of the constant term ¢
E) covariance between x1 and Y.

6. Based on the series of data for variables X and Y, a regression equation is constructed:

y=a +a,x=5+125x.
Which of the following is true:
A) The estimate of the coefficient a2 = 1.25 means that if the value of the variable X increases
by an average of 1.25, then the value of the variable Y, all other things being equal, will increase
by 1 unit.
B) The estimate of the coefficient a2 = 1.25 means that if the value of the variable Y increases by
1 unit, then the value of the variable X, all other things being equal, will increase on average by
1.25.
C) The form of the regression equation shows that the variables X and Y are linearly dependent
on each other.
D) If, other things being equal, the value of the variable X doubles, then the value of the variable
Y will increase by an average of 25%.
E) All statements in paragraphs. A-D are incorrect.

7. Select the correct statement.

1) Ridge, LASSO regressions work on the same principle, they introduce a penalty for too small
B 7, and the elastic network method, on the contrary, introduces a penalty for too large .

2) Ridge, LASSO regression and elastic net method work on the same principle, they introduce a
penalty for too small .

3) Ridge, LASSO regression and elastic net method work on the same principle, they introduce a
penalty for too large B .

4) Ridge, LASSO regressions work on the same principle, they introduce a penalty for too large
B ~, and the elastic network method, on the contrary, introduces a penalty for too small .

8. Which of the regression equations cannot be reduced to linear form:
A. Y=o + alxl+' .t OnXn + &

B y=e&"xf... xing .

cV=ata/ xittan/ xate.



D Y=aotoaix{?+ .. + €.

E. All equations in pp. A-D can be reduced to a linear form.

9. Suppose the management decided to build a store on the street with an average frequency of
7,500 visits per day and would like to have a turnover of 4.75 million rubles. What should be the
sales area in this case? Y - store turnover, million rubles, X1 - retail space, thousand square
meters, X2 - average number of visitors per day, thousand people.

y=-0,832+4,743x,+ 0, 175x,.

A) 0.9 m2; B) 900 sq.m; B) 1000 sq.m; D) 549 sqg.m; E) All answers in paragraphs A-D are
incorrect.

10 The researcher analyzes the dependence of the consumption of a certain product on the level
of income for a homogeneous group of consumers: Yi=P1+B2:ININCOME;+ei, where Yi is the
consumption of a certain product (in kilograms), INCOME:i is the consumer's income (in rubles).
In the course of evaluating the model based on data on 400 consumers, the following results
were obtained: Yi=3,0+0,8*InINCOME;, R?=0,95. Give an interpretation of the coefficient at the
variable:

A) with an increase in income by 1%, consumption of goods increases by 8%;

B) with an increase in income by one ruble, the consumption of goods increases by 8%;

C) with an increase in income by one ruble, the consumption of goods increases by 0.08%;

D) with an increase in income by 1%, the consumption of goods increases by 8 kg;

E) with an increase in income by 1%, the consumption of goods increases by 0.008 kg.
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1.In a pairwise linear regression model, when using the least squares method, the following of
the following statements are true:

I. The squared correlation coefficient between the actual and theoretical values of the dependent
variable in the sample is R2

I1. The squared correlation coefficient between the dependent variable and the explanatory
variable in the sample is R2

I11. The proportion of residual (unexplained) variance of the dependent variable is R2

A) Only I; B) Only II; C) Only I and 11I; D) Only I and II; E) I, Il and I1I.

2. The researcher analyzes the model »; = o +Bx; +¢, for which all the prerequisites of the
classical linear multiple regression model are satisfied with one exception: the variance of the
random error i has the form ¥ (¢,) =0, In this case, to obtain effective estimates of the
coefficients, one should use:

A) the method of least squares; B) two-step least squares method;

C) weighted least squares method; D) the method of instrumental variables.

3. (Please select multiple answers) The matrix of paired linear correlation coefficients can be
used to solve the following problems:

A) Revealing multicollinearity of variables

B) Determination of the tightness of the linear relationship between variables

C) Calculating the estimates of the parameters of the equation

D) Determining the significance of the coefficients of determination

4. The regression coefficient in the linear regression of the aggregate demand for chairs (in
thousands of rubles) at the price (in thousands of rubles) turned out to be —2. It means...



A) a 1% price increase reduces the demand for chairs by 2%.

B) an increase in the price of 1 ruble reduces the demand for chairs by 2%.

C) an increase in price by 1% reduces the demand for chairs by two thousand rubles.

D) an increase in the price of 1 thousand rubles reduces the demand for chairs by two thousand
rubles.

E) the resulting number is not interpreted in any way.

5. The coefficient of determination shows ...

A) The proportion of variability in the dependent variable explained by the influence of the
factors included in the model.

B) The tightness of the relationship between the actual and calculated values of the resulting
indicator in the base period.

C) The statistical significance of the model as a whole based on the determination of the
cumulative reliability of all its coefficients.

D) The economic significance of the model as a whole.

E) None of the statements in paragraphs. A-D is not true.

6. The following formula of the production function was estimated for 39 points, in which
two components of fixed capital costs are considered separately: K1 - buildings and structures,
and K2 - machinery and equipment; as well as two components of labor costs: L1 - the cost of
skilled labor, and L2 - the cost of unskilled labor; Y - release:
In(Y)=-4,3 + 0,35In(K1) + 0,26In(K2) + 0,63In(L1) + 0,58In(L>)

(1,4) (0,03) (0,05) (0,41) (0,38);
R? =0,92; DW=1,74 (the standard errors of the coefficients are given in parentheses).
Which of the conclusions and next steps do you think is correct?
A) It is necessary to exclude the factor L (variables L1 and L2), because he turned out to be
insignificant;
B) There is multicollinearity, therefore it is necessary to combine the factors K1 and K2;
C) There is multicollinearity, therefore it is necessary to combine the factors L1 and L2;
D) The deviations of ei are autocorrelated, it is necessary to change the dependence formula;
E) The dependency formula is acceptable for all the above parameters, and no changes are needed.

7. Fisher's criterion shows ...

A) The proportion of variability in the dependent variable explained by the influence of the factors
included in the model.

B) The tightness of the relationship between the actual and calculated values of the resulting
indicator.

C) The statistical significance of the model as a whole based on the aggregate reliability of all its
coefficients.

D) The economic significance of the model as a whole.

E) None of the statements A-D is true.

8. Confidence intervals are plotted for ...

A) Estimates of the forecast quality.

B) Checking the quality of the initial information.

C) Estimates of the likelihood of coincidence of actual and predicted values.
D) None of the answers in items A-D are correct.

9. Let Y be the turnover of the store, million rubles, X1 - retail space, thousand square meters, X2 -
the average number of visitors per day, thousand people.

y=-0,832 + 4, 743x,+ 0, 175x,.



What would be the turnover of a store if it is located in a relatively busy location with 20,000
visitors and a retail space of 1,000 square meters?

A) 8242.168 million rubles. B) 8.243 million rubles. C) 6.411 million rubles.

D) 3.911 million rubles. E) All answers in paragraphs. A-D are incorrect.

10. ABC's management decided to investigate the effectiveness of the continuing education
courses sometimes offered to its employees. The study involved 200 employees of the company.
Among them, 50 people were randomly selected for whom these courses were conducted, the
rest of the employees participating in the study did not take advanced training courses. After that,
based on the data obtained using OLS, the following regression equation was estimated (the
standard errors of the coefficient estimates are indicated in parentheses):

Iny,=2,0+0,5x, +0,3z, R =0,8.

(0.4)  (0) (0,1)
Here xi is a dummy variable that is equal to 1 for employees who have completed advanced
training courses and is equal to O for other employees, zi is the work experience of the i-th
employee, measured in years, yi is the productivity of the i-th employee. In accordance with the
obtained equation, by what percentage, other things being equal, does the worker's labor
productivity increase as a result of taking advanced training courses?
a) Ha (ez—lJ*l(]O%.
0) Ha 82*100%,
B) Ha (JE—I]*IUO%,
r) Ha Ve *100%.
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1. Statistics are used to identify autocorrelation of residuals in the regression equation ...
A) Student; B) Fisher; C) Bartlett; D) Darbin-Watson.

2. Find the correct statement. When selecting factors by gradually increasing their number to
include a new factor in the model, it is enough to ...

A) The absolute value of the paired correlation coefficient of the resulting indicator and the
newly introduced factor was more than a certain threshold value.

B) The new factor did not correlate with those previously included in the model.

C) Items A and B were performed simultaneously.

D) The change in the coefficient of multiple determination caused by the addition of a factor was
non-negative.

E) None of the statements A-D is correct.

3. Student's criterion is used in econometric modeling ...

A) Only to determine the statistical significance of each of the coefficients of the regression
equation.

B) Only to determine the economic significance of each of the coefficients of the regression
equation.

C) Only for calculating the confidence intervals of the coefficients of the regression equation and
the predicted interval of the dependent value.

D) And to determine the statistical significance of each of the coefficients of the regression
equation and to calculate the confidence intervals for the coefficients of the regression equation
and the predicted interval of the dependent value.

E) None of the statements A-D is correct.



3. Benjamin examines the influence of various factors on the wages of people living in
Russia. Based on 1,000 observations, he estimated the regression of wages (wagei, in thousands
of rubles) from a person's education (educi, in years), education of this person's mother
(mother.educi, in years), and dummy for work experience (experi: 1 - if more than 5 years, 0 - if
less than 5 years). Benjamin got the following results:
4 wage; = 10 + 20 - educ; + 5 - mother. edue; + 15 - exper;
Benjamin has concerns about multicollinearity in the data. To test his guess, he evaluated the
auxiliary regressions and got:
Ea;a = 11 + 2 - mother. educ; — 5 - exper;, R? = 0.97

motf?&_.‘educi =10 + 10 - educ; + 3 - exper;, R? =0.93

éxper; = —8 - educ; + 9 - mother. educ;, R? = 0.3

After calculating the inflation-variance coefficients for all the auxiliary regressions, what
conclusion should Benjamin draw?

A) There is multicollinearity between a person's education and his work experience, these
variables are dependent among themselves, but not related to the education of the mother;

B) There is multicollinearity between the education of a mother and her child and work
experience, all these variables are dependent on each other;

C) There is a multicollinearity between the education of a mother and her child, these variables
are dependent among themselves, but not related to work experience;

D) There is multicollinearity between the mother's education and work experience; these
variables are dependent on each other, but not related to the child's education.

5. Which of the regression equations is indicative?

=aotaixf?+ ... + €. =" 0x{l.g .
A) y 0 1X1 B) y 1
2
Q) Y = ao+ a1/ xi+ ... + €. D) Y —aoatla’r? s .

= a0+ a1x{?+ ¢ .
E)y 0 1X1

5. Pulcheria estimated the model of dependence of lag.quarterly.revenuet revenue on

price.indext price index and income.levelt income based on 39 observations and obtained
lag.quarterly.revenue;'=8.892—1.392 price.indexi+1.101 -income.level;

Assumption: e=y1 ;- 1+y2€-2+Ut

Pulcheria wants to conduct a Brousch-Godfrey test for autocorrelation. She estimated the

auxiliary regression € on price.indext, ncome.levelt, " and e"— and got Raux? = 0.15.

What is the observed value of the test statistic received by Pulcheria? Enter a number with two

decimal places.

7. (Please select more than one answer) The coefficient of determination was 0.9, therefore ...
A) 90% of the variance of the effective trait is explained by the regression equation

B) the share of the residual variance of the dependent variable y in its total variance was 90%
C) the share of the residual variance of the dependent variable y in its total variance was 10%
D) the regression equation explains 10% of the variance of the effective trait

8. The coefficient of elasticity shows ...

A) how many units. the factor will change when the result changes by 1 unit.
B) how many units. the result will change when the factor changes by 1 unit.
C) how many times the result will change when the factor changes by 1 unit.
D) by how many% the result will change when the factor changes by 1%.

E) by how many% the factor will change when the result changes by 1%.



9) The management of ABC decided to investigate the effectiveness of the refresher courses that
are sometimes given to its employees. The study involved 200 employees of the company.
Among them, 50 people were randomly selected for whom these courses were conducted, the
rest of the employees participating in the study did not take advanced training courses. After that,
based on the data obtained using OLS, the following regression equation was estimated (the
standard errors of the coefficient estimates are indicated in parentheses):

Iny, =0,5+2,0x, +0,4z,, R*=0,9.

(0.2) (0.3 (0.4)
Here xi is a dummy variable that is equal to 1 for employees who have completed advanced
training courses and is equal to O for other employees, zi is the work experience of the i-th
employee, measured in years, yi is the productivity of the i-th employee. In accordance with the
obtained equation, by what percentage, other things being equal, does the worker's labor
productivity increase as a result of taking advanced training courses?
a) Ha(ez—lJ*IOO%.
6) Haez*IOO%,
B) Ha(\/g—lj*l()(]%,
r) na e *100%.

10. The researcher obtained the following results of estimating the parameters of a linear
multiple regression model using the least squares method based on data from 200 observations:
y, =—0,6+800,0x, +9,9z,.

0,1) (100,0) (2,4)
Corresponding standard errors are indicated in parentheses under the coefficient estimates. Plot
the 95 percent confidence interval for the coefficient of the variable xi. (The corresponding
critical t-statistic at the 5% significance level is 1.96.)
A) (700, 900)
B) (798.04, 801.96)
B) (408, 1192)
D) (604, 996).
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1. The random component in the econometric model ...

A) applies only to linear models.

B) does not make economic sense.

C) reflects the influence of random factors on the effective sign.
D) is a negligible value that can be neglected.

2. Which of the following tasks does it make sense to solve using linear regression? Attention:
Choose two correct answers!

A) Assessment of the influence of a person's income on his spending on the purchase of sweets;
B) Estimation of the probability of a large meteorite falling to the Earth;

C) Forecasting the salary of a university graduate;

D) Establishing causal relationships between education and human life expectancy.

3. How is the regression coefficient b0 interpreted in a linear model?
A) coefficient of elasticity;

B) the tangent of the regression slope;

C) the value of the effective trait at a zero value of the factor.

3. Benjamin examines the influence of various factors on the wages of people living in
Russia. Based on 350 observations, he estimated the regression of wages (wagei, in thousands of
rubles) from a person's education (educi, in years), education of this person's mother



(mother.educi, in years) and dummy for work experience (experi: 1 - if more than 5 years, 0 - if
less than 5 years). Benjamin got the following results:
wage"i=10+20-educi+5-mother.educi+15-exper;

Benjamin has concerns about heteroscedasticity in the data. To test his guess, he wants to run
White's test at the 5% significance level. Benjamin estimated the auxiliary regression and got
Raux2 = 0.55.

What conclusion will Benjamin make?

A) At the 5% significance level, the null hypothesis is not rejected, there is a conditional
homoscedasticity in the data;

B) At the 5% significance level, the null hypothesis is rejected, the data contains conditional
homoscedasticity;

C) At the 5% significance level, the null hypothesis is rejected, the data contains conditional
heteroscedasticity;

D) At the 5% significance level, the null hypothesis is not rejected, the data contains conditional
heteroscedasticity.

5. The statistical significance of the model as a whole means that

A) For the reference period, the calculated values of the resulting indicator are closer to its true
values than its arithmetic mean in this period.

B) The difference between the calculated and actual values of the resulting indicator for all
points of the base period does not exceed some predetermined value (1.

C) The difference between the calculated and actual values of the resulting indicator, taken in
absolute value, for all points of the base period does not exceed some predetermined value [1.

D) The sum of the squares of the errors does not exceed some predetermined value [1.

E) None of the statements A-D is true.

6. Consider a regression model with a stochastic regressor yi=p1+p2Xi+<i. To obtain an estimate
of the coefficient of the model, two-step OLS is used, where the variable z is used as a tool for
the variable x.

We have the following data on two thousand observations at our disposal:

D 2 =2000, )y = 2000, z = 2000
D a? = 6000, @iy = 6000, iz = 6000, Y  ziz = 3000

Find the estimate for the parameter 1.
A) 1; B) 4; B) 0.25; D) 0; D) -3.

7. (Please select more than one answer) The coefficient of determination was 0.9, therefore ...
A) 90% of the variance of the effective trait is explained by the regression equation.

B) the share of the residual variance of the dependent variable y in its total variance was 90%.
C) the share of the residual variance of the dependent variable y in its total variance was 10%.
D) the regression equation explains 10% of the variance of the effective trait.

7. Conditional homoscedasticity is:
A) E(g;|sce perpeccopsr) = o -

1
(2 2,
B) E(e; |ece perpeccopel) = o

C) E(Ef BCE perpeccopel) = @ -

D) E(z;|Bce perpeccopsl) = o |



9. Find the correct statement. Elasticity shows ...
A) by how many units will the factor xk change when the resulting indicator y changes by 1 unit.
B) by how many units will the resulting indicator y change when the factor xk changes by 1 unit.
C) by how many% will the factor xk change when the resulting index y changes by 1%.
D) by how many% the resulting index y will change when the factor xk changes by 1%.
E) all statements in paragraphs. A-D are incorrect.
10. Based on 100 observations, Benjamin estimated the dependence of the number of
econometrics problems (problems) solved by him in the evening on the number of buns with
apples (applepie) and meat (meatpie) eaten:

p?’gi‘)?(;nsi 2 + 0.5 - applepie; + 0.7 - meatpie;
The standard errors of the coefficients for (applepie) and (meatpie) are 0.1 and 0.5, respectively.
Plot the 90% confidence interval for the coefficient at applepiei and specify its left border to two
decimal places after the dot.
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1. The coefficient of elasticity shows ...

A) how many units. the factor will change when the result changes by 1 unit.
B) how many units. the result will change when the factor changes by 1 unit.
C) how many times the result will change when the factor changes by 1 unit.
D) by how many% the result will change when the factor changes by 1%.

E) by how many% the factor will change when the result changes by 1%.

2. Benjamin tries to understand whether heteroscedasticity is as terrible as it is painted :) If
Benjamin has a finite sample of observations and Benjamin does not make the assumption that «i
has a normal distribution, then what are the consequences if the data contains heteroscedasticity?
1) OLS estimates have all the same properties as in the case of homoscedasticity;

2) OLS estimates are no longer the most efficient among linear unbiased;

3) OLS estimates are no longer unbiased;

4) OLS estimates are no longer linear.

3. Find the correct statement. When selecting factors by gradually reducing their number, the
following are applied:

A) Fisher's, Student's, Durbin-Watson's criteria, multiple determination coefficient.

B) Coefficients of paired and multiple correlation of the resulting indicator and factors, Fisher's
and Student's tests.

C) Coefficients of paired and multiple correlation of the resulting indicator and factors, the
Darbin-Watson, Fisher and Student tests.

D) Durbin-Watson, Student's criteria, multiple correlation and determination coefficients.

E) Fisher's, Student's criteria, multiple correlation and determination coefficients.

4. The researcher obtained the following results of estimating the parameters of a linear multiple
regression model using the least squares method based on data from 400 observations:
P, =232,6+600,0x, — 7,5z,

(10,4) (200,0) (2.8)
Corresponding standard errors are indicated in parentheses under the coefficient estimates. Plot
the 95 percent confidence interval for the coefficient of the variable xi. (The corresponding
critical t-statistic at the 5% significance level is 1.96.)
A) (400, 800)
B) (598.04, 601.96)
B) (208, 992)
D) (404, 796).



5. For two types of products B and C, the model of the dependence of specific fixed costs on the
volume of output looks as follows:yg = 80 + 0,7x

yc = 40x%°

Compare at x = 1000 the cost elasticities for products B and C. Draw a conclusion.

6. Based on the series of data for variables X and Y, a regression equation is constructed:

y=a +a,x=5+125x.

Which of the following is true:

A) The estimate of the coefficient a2 = 1.25 means that if the value of the variable X increases
by an average of 1.25, then the value of the variable Y, all other things being equal, will increase
by 1 unit.

B) The estimate of the coefficient a2 = 1.25 means that if the value of the variable Y increases by
1 unit, then the value of the variable X, all other things being equal, will increase by an average
of 1.25.

C) The form of the regression equation shows that the variables X and Y are linearly dependent
on each other.

D) If, other things being equal, the value of the variable X doubles, then the value of the variable
Y will increase by an average of 25%.

E) All statements in paragraphs. A-D are incorrect.

7. There are data on 150 applicants who passed the entrance exam for a master's degree at a
certain faculty of economics: Y - the number of points for the entrance exam in economic theory;
D is a dummy variable equal to one if the relevant applicant attended preparatory courses for
applicants, and equal to zero otherwise; EF is a dummy variable equal to one if the respective
applicant is a graduate of a bachelor's degree from a given Faculty of Economics, and equal to
zero otherwise.

Using these data, the researcher estimated the parameters of the linear regression model:

Y, = 20 + 30 EF; — 10 D; + 15 D; - EF;
01) (4,5 (1,3) (1,4)

In accordance with the results obtained, determine the average number of points received by an
applicant who graduated from a bachelor's degree in this Faculty of Economics and attended
courses? (if your answer is a decimal fraction, then use a period, not a comma, as the decimal
separator; for example, it is correct to write 0.1, not 0.1)

7. For two types of products B and C, the model of the dependence of specific fixed costs
on the volume of products is as follows:
yB =80 +0,7x yC = 40x°°

Determine the coefficients of elasticity for each type of product and explain their meaning.

9. ABC's management decided to investigate the effectiveness of the continuing education
courses sometimes offered to its employees. The study involved 200 employees of the company.
Among them, 50 people were randomly selected for whom these courses were conducted, the
rest of the employees participating in the study did not take advanced training courses. After that,
based on the data obtained using OLS, the following regression equation was estimated (the
standard errors of the coefficient estimates are indicated in parentheses):

ld;]}! = U,5+ Z,er_ +U14Z,-, RZ 20,9

(0,2)  (0.3) (0,4)
Here xi is a dummy variable that is equal to 1 for employees who have completed advanced
training courses and is equal to O for other employees, zi is the work experience of the i-th
employee, measured in years, yi is the productivity of the i-th employee. In accordance with the
obtained equation, by what percentage, other things being equal, does the worker's labor
productivity increase as a result of taking advanced training courses?



a) Ha(ez—lj*l()(l%.
0) Haez*loo%,

B) Ha(\/t_?—lj*l(](]%,
r) Ha Ve *100%.

10. Pulcheria estimated the model of dependence of lag.quarterly.revenuet revenue on
price.indext price index and income.levelt income based on 39 observations and obtained
lag.quarterly.revenuet’ =8.892—1.392 price.index+1.101 income.level;

Assumption: et=y1 € 1+y2€-2+Ut

Pulcheria wants to conduct a Brousch-Godfrey test for autocorrelation. She estimated the
auxiliary regression € on price.indext, ncome.levelt, e*— and £ and got Raux? = 0.15.

What is the observed value of the test statistic received by Pulcheria? Enter a number with two
decimal places.

What is the observed value of the test statistic received by Pulcheria? Enter a number with two
decimal places.
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1. The score that Benjamin will receive for his test on probability theory is a discrete random
variable that can be 4, 7, and 8 (out of 10) with probabilities 0.1, 0.4, and 0.5.

What is the expected value of Benjamin's score?

A) 7.9;

B) 4.8;

C) 7.2

D) 6.4.

2. The value of the multiple correlation coefficient is in the segment

3. What is the consequence of endogeneity?

A) It leads to heteroscedasticity of the estimates obtained by the OLS method.

B) It leads to the inconsistency of the estimates obtained by the least squares method.
C) It leads to multicollinearity of the estimates obtained by the least squares method.
D) It leads to the consistency of the estimates obtained by the least squares method.

4. Find the correct statement. Elasticity shows ...

A) by how many units will the factor xk change when the resulting indicator y changes by 1 unit.
B) by how many units will the resulting indicator y change when the factor xk changes by 1 unit.
C) by how many% will the factor xk change when the resulting index y changes by 1%.

D) by how many% the resulting index y will change when the factor xk changes by 1%.

E) All statements in paragraphs. A-D are incorrect.

5. The following data are available for 100 observations of the variables x (2), x (3), and y:
Sy =200, a0, =0, Yy =300,
S (@) =100, S2(xP) =200, S"xPx> =100, 3 xPy = 200.

Boruuciure MHK-ouenky koadduiivenra 3, B perpeccun y, = 3, + Bzxfz} +

"‘Bsx;}} + &,
A)10; B)12; C)14; D)16.

6. The following data is available:



20 20 20 20 20
Nai=20,% a2 =60,y =42, 9P =108, e =300
i=1 i=1 i=1 i=1 i=1

The researcher estimates a model of the form yi = o + B-Xi + €i. The standard error in estimating
the coefficient o will be:
A) 16.67; B) 1.25; B) 1.12; D) 0.64.

7. As a result of testing the hypothesis, it may turn out that
A) The alternative hypothesis is rejected,;

B) The null hypothesis is accepted,;

C) The null hypothesis is not rejected:;

D) Both hypotheses are rejected: the null and the alternative.

8. Within the framework of the premises of the classical linear multiple regression model, the
researcher analyzes the model:

Vi :B1 +Bz *x; +B3 *z; +&.
After collecting data from 500 observations, he estimated the parameters of the model using the
method of least squares:

$,=0,2146,72x, + 0,81z,

(0,12) (1,95) (0,94)
Corresponding standard errors are indicated in parentheses under the coefficient estimates.
Check the hypothesis 3 = 1. (The corresponding critical value of the t-statistic at the 5%
significance level is 1.96, and at the 1% significance level is 2.58.)
A) The tested hypothesis is not rejected at both the 1% significance level and the 5%
significance level.
B) The hypothesis being tested is not accepted both at the 1% significance level and at the 5%
significance level.
C) The hypothesis being tested is not rejected at the 1% significance level and is not accepted at
the 5% significance level.
D) The hypothesis being tested is not rejected at the 5% significance level and is not accepted at
the 1% significance level.

9. Suppose the management decided to build a store on the street with an average frequency of
7,500 visits per day and would like to have a turnover of 4.75 million rubles. What should be the
sales area in this case? Y - store turnover, million rubles, X1 - retail space, thousand square
meters, X2 - average number of visitors per day, thousand people.

y=-0,832+4,743x,+ 0, 175x,.

A) 0.9 m2; B) 900 sg.m; B) 1000 sq.m; D) 549 sg.m; E) All answers in paragraphs. A-D are
incorrect.

10. The Keynesian country is a closed economy without direct government intervention,
therefore, the main macroeconomic identity in it is as follows:Y=C+l,
where Yt is GDP in month t, Ct is total consumption in month t, and It is investment in month t.
Consumption depends on income as follows:

C=Catmpc-Yite,
where &t are random consumption shocks, which are independent identically distributed random
variables with zero mathematical expectation and constant variance; random consumption
shocks are not correlated with investments. There are no structural shifts in Keynesianism, so
autonomous consumption and marginal propensity to consume are unchanged.
You know the above facts about the Keynesian economy, and you also have monthly data on the
dynamics of consumption, investment and GDP in this country over the past 100 years. You are
wondering what is the marginal propensity to consume in Keynesian countries.



Your assistant has performed preliminary calculations and calculated the sample covariance and
variance for the variables at your disposal: Cov (Ct; Yt) = 150, Var (Ct) = 100, Var (Yt) = 300.
The econometrician John Inconsistent, with the same information as you, also decided to obtain
an estimate of the marginal propensity to consume. Using the usual OLS, he estimates the
consumption-income regression. Calculate the grade that John will get.

A) 0.5; B) 1.5; C) 3; D) 0.33.

Kpurepun oueHuBanmusi:

MakcumajbHoe Ko1u4ecTBo 6auioB — 10.

U3 umeromerocs: 6anka TectoB (OpMUPYETCS TECTOBOE 3a/iaHue, coaepxkaiiee 10 TecTos.
Kaxnpiit Tect copepkut 3-4 BapuaHTa OTBETOB, OAMH WJIM HECKOJBKO W3 KOTOPBIX —
BepHbIi. [IpaBUIIbHBIN OTBET HAa KX/l TeCT ornieHuBaeTcsa B 1 6aul, HenmpaBuiabHbIN — 0
OasioB.

Keiic- Problem

Tasks.

1. Form a statistical database on the following variables: return of a risk-free asset, market
profitability and return of five assets selected students individually and related to different types
of economic activity (for example, information source — MMVB).

2. Perform a descriptive analysis of the available data. Draw conclusions.

3. Build the models to describe and predict the return of selected assets. The last five
observations used as the exam sample. Draw conclusions.

4. Build the models for risk of investment in selected assets. Draw conclusions.

5. The results are issued in the form of an explanatory note.

Instruction and / or methodological recommendations for implementation

As information, use the statistics available on the Internet.
Models should be building using any application software package - Libre Office and Gretl.

Kputepuu onieHuBaHus:

MaxkcuManbHOe KouyecTBo O6anios - 10

5-10 6aIoB BBICTABIISETCS, €CIIHU:

- BCE 3a/laHUs BBITIOJHEHBI MOJHOCTHIO, B MPEICTABIEHHOM PEHIEHUH OOOCHOBAHHO
MOJTyYeHBI TIPAaBUJIBHBIC OTBETHI, MPOBEJCH aHAJN3, JaHa TPaMOTHAs HWHTECPIPETAIUs
MOJTyYEHHBIX PE3yJIbTAaTOB, C/IENaHbl BBIBOBI; MOSICHUTENbHAS 3allCKa TPAMOTHO HAITMCaHa
u odopmieHa, OTCYTCTBYIOT opdorpadudeckue, CHHTAKCMUECKHE U CTHIIMCTHYECKUE
OLIMOKHK; BO BpeMs 0OCYKJIEHHsI MOKa3aHbl 3HAHUS TEMBbI, JAlOTCS YBEPEHHbBIE OTBETHI Ha
MOCTaBJICHHBIE BOITPOCHI,

- 3a/laHuUs BBIOJIHEHBI TOJTHOCTBHIO, HO MPH aHAIM3€ W MHTEPHpPETAH MOTy4YEeHHBIX
Pe3yIBTATOB JOMYIIEHBl HE3HAYUTEIbHBIC OMIMOKH, BBIBOABI — JIOCTATOYHO OOOCHOBAHBI,
HO HEMOJHBI; MOSICHUTENbHAs 3alicka TPaMOTHO HamucaHa U OQOpMIICHA, TOMYCKaloTCs
HEe3HauuTeNIbHble  opdorpaduyeckre; CUHTAKCUYECKHE U CTWIMCTHYECKHE OIIMOKH; BO
BpeMsl 00CYKJICHHS TIOKa3aHbl 3HAHUS TEMBbI, JAIOTCS JOCTAaTOYHO YBEPEHHBIE OTBETHI Ha
MTOCTaBJICHHBIE BOITPOCHI; TOITYCKAIOTCS HE3HAYUTEIILHBIC JIOTHUECKUE OITHOKH.

- 3a/1aHus BBITIOJTHEHBl YaCTUYHO, aHAIN3 U MHTEPIPETAINs TOTYYSHHBIX Pe3yIbTaToB
HE BIIOJIHE BEPHBI, BBIBOJBI BEPHBI YACTHYHO; TIOSCHHUTEILHAS 3alMCKa JOCTaTOYHO
rpaMOTHO HamucaHa W OQOpMIIEHA, JOMYCKAIOTCS HE3HAUUTEIbHBIE OpdorpadudecKue;
CHHTaKCHYECKHE M CTHIIUCTUYCCKUE OIMUOKH; BO BpEeMsi OOCYXKJICHHS IMOKa3aHBbI 3HAHHUS
TEeMBbI, OTBETHI Ha MMOCTABIEHHBIE BOMPOCH OTBETHI M3JIOKEHBI C OTACILHBIMHA OIMIMOKAMH,



YBepeHHO I/ICHpaBJIeHHBIMI/I ITOCJIC JOITOJIHUTCIIBHBIX BOHpOCOB.

0-4,9 6anta BEICTABIAETCS, €CIIH:

- peH_IeHI/Ie HeBepHO NN OTCYTCTByeT; OTcyTCTByIOT BBIBOJHBI, I[OHYH_ICHBI
(aKTHYeCKUE OIMUOKU B COJCP)KAHUU IOSICHUTEIBHOW 3alMCKM WM TPH OTBETS Ha
JOITOJIHUTCIIBHBIC BOHpOCBI; O6Hapy)KI/IBaeTC$I CYH_ICCTBGHHOG HCIIOHUMAHUEC HpO6JICMBI.

Bomnpocsl 1i1st cobecenoBanusi

1. The linear regression model and its specification. Discrete choice models.

Multiple linear regression model.
Ordinary least-squares method (OLS)
Extended least squares method (ELS).
Dummy variables..
Restricted least squares.
The maximume-likelihood method.
Multicollinearity and elimination methods.
Specification errors and their detection.

9. Choosing the optimal set of regressors and functional forms of the regression
dependence

10.  Heteroskedasticity, its causes and methods of detection and elimination.
Weighted least squares (WLS).

11.  Residual autocorrelation, its causes, detected and elimination methods.

12.  Endogeneity of variables. The case of correlated regressors and random error.

13.  Errors of measurement variables. Instrumental variables. The Hausman test..

14.  Discrete dependent variables: nominal, ranked and quantitative. Binary choice
models. Probit and Logit models.

15.  Interpretation of coefficients in binary choice models. The maximum-likelihood
method in Probit and Logit models. Goodness-of-fit testing for models.

N GORWDE

2. Time series and Panel data models

16.  Box-Jenkins models.

17.  Distributed lag models (partial adjustment model, adaptive expectations model).
18.  The Granger causality test.

19.  Imaginary regression.

20.  The unit root.

21.  Unitroot tests.

22.  Cointegration of time series.

23.  Error correction model.

24.  Advantages of using panel data.

25.  Difficulties in working with panel data.

26.  Error components model.

27.  Model specification. Fixed and random individual effects.
28. Operators «Between» and «Withiny.

29.  Types of estimates.



30.  Comparative analysis of estimates.

31.  Specification tests for panel data models.
32. The Hausman test.
33. Testing random effects.
34. Testing fixed effects.

Kpurepun oueHuBaHms:

MakcumajbHhblii 6amn — 10.

Yucno BompocoB - 10. OTBeT Ha KaXKJblid BONPOC OIIEHHWBAETCA MAKCUMYM B 1
Oas.

Kputepuu onenuBanust 1 Bonpoca:
0,5-1,0 Gana BBICTaBISETCS CTYJCHTY, €CIINU:

- U3JI0KEHHBIH Marepuall (PaKTHUYEeCKH BEpEH, MPOJEMOHCTPUPOBAHBI TIyOOKHE
UCYEPIBIBAIOIINE 3HaHUSI B 00bEME IPOWJIEHHOW TMporpaMMbl B COOTBETCTBUM C
MIOCTABJICHHBIMH HPOrpaMMOil Kypca meinsMd u  Problemmu oOyuenus, wusnoxenue
MaTepuaia Ipu OTBETE - FPAMOTHOE U JIOTUUECKU CTPOIHOE;

- MPOJEMOHCTPUPOBAHBI  TBEPAbIE M JIOCTATOYHO IOJHBIE 3HAHHUS B OOBEME
IPONJEHHON HPOrpaMMbl JUCLHUIUIMHBI B COOTBETCTBUU C LIENSAMU OOydeHUs; MaTepual
U3JI0)KEH JOCTaTOYHO TIOJHO C OTHACNbHBIMH JIOTHYECKMMH M CTHJIMCTHYECKHUMHU
HOTPELIHOCTIMY;

- TPOAEMOHCTPUPOBAHBI TBEPAbIE 3HAHUA B OOBEME NPOHICHHOTO Kypca B

COOTBETCTBHE C IENSMH OOYYEHHs, OTBET COJCPKHUT OTIENbHBbIE ONIMOKH, YBEPEHHO
UCIIPaBIIEHHBIE MTOCIIE TOMOJHUTEIBHBIX BOIIPOCOB;
0-0,49 Gamna BBICTAaBISIETCS CTYAEHTY, €CIIM OTBET HE CBSI3aH C BOIPOCOM, JIOMYIIEHBI
rpyOble OMOKU B OTBETE, MPOJIEMOHCTPUPOBAHBI HEIIOHUMAHUE CYIIHOCTH U3JIaraeéMoro
BOIPOCA, HEYBEPEHHOCTh U HETOYHOCTh OTBETOB Ha JIOTOJHUTENIbHbIE W HABOJAIIUE
BOIIPOCBHI.

KommiekT pa3HOypOBHEBBIX 3a1a4

Tasks of reproductive level

1. Consider the binary choice models

) x| 0 1
Ly —a+fx+e>0 yAX]|

2. y= . 0 n n
0,y =a+px+e<0 ° o
1 nlO nll
a) Prove that the model can not be solved if nyo=0 for any error distribution function

F(z): f.(z)>0
b)  Estimate the coefficients of logit-model P(y=1)= A(a + ﬁx)
nlO + nll
r]lO + nll + nOl + nOO

d) Estimate LP-model (e~Uniform[-1, 1]). What is I5(y :1)

e) Suppose you have estimated probit-model and have found that its coefficients are
proportional to the coefficients of LP-model (¢ ~ Uniform [-1, 1]). What approximately the
proportionality coefficient should be equal?

c) Prove that for the logit-model P(y =1)=



a,y <a
3. Consider tobit-model: Y=<y ,a, <Y <a,,y =xB+¢,
a,y >a,

where mistakes have distribution density f(z)
a) Find the distribution y

b) Find the log-likelihood function for estimating the vector
¢  Find 2EY
OX

4. Which of the following processes are stationary:
a) y, =10¢, —9¢,,, & ~iid.(0,6%)
6) ¥, =25+0,6y,,+0,45y, , +¢&, & ~iid.(0,6°)

B) Y, =&é&,, & ~iid.(0,67)
)Y, =sin(%ﬁj+gt, & ~ i.i.d.(0,6%)

H) yt:2+gt, gt,Z‘*IId(O,O'Z)

5. Find a forecast for an arbitrary number of steps ahead and the variance of the forecast
error for ARMA(1,1) of the process

Y, =0+ay, , +& —0.,, & ~iid.N(0,c%).

6. Find the unconditional variance and autocorrelation function for the process of the
previous problem.

7. For Box-Ljung test for autocorrelation in ARMA (p,q) model write down the null
hypothesis, the test statistics and its distribution when the null hypothesis.

8. For the given below regression equation specify the null hypothesis of a unit root in
the process X :

X, = 1U+Ot+ pX 4 +PAX  +-+ X + &, .
Explain the purpose of each regressor in equation.

Tasks of reconstructive level

9. Consider the problem of identifiability of each of the equations in the following model:
P+ AW, +711Q, +7sPa = &y,
PP +We + BNy +75,5 +7. W= &y,
BWe+ Ny + 75,5 +733P +73Wiy = &y,

where P,,W,,N, — price index, wages and trade union fee, respectively (endogenous
variables), a Q, u S, — productivity and the number of strikes (exogenous variables). What are
ordinal and rank conditions, if you know that:

a) 7, =0,

0) B =72 =0,

B) 73 =07



10. Consider the following system of equations:

Yit =710 + LYo + BisYa + V1Xe V12 Xa + &y
Yo =720 + BorYu + 721Xy +Exs
Ya =730+ BarYu + Ba2Ya + 731Xy + V33Xg + Ey-

Is each of system equations identifiable? What will you obtain when you apply to the
first equation of the two-step method of least squares?

Kpurtepuu oneHnBanus:

MaxkcumaabHbIi 6211 -5

Kaxnas Problem onenuBaercs makcumym B 1 6amt. Kpurepun onenuBanus 1 3agaun:
0,5-1 6amt. Problem pemiena B moiHoM oO0beme, BHIOpaHBI BEpHBIC MWHCTPYMEHTAJIbHBIC
METOABl M TPUEMBbl pEUICHHUs, TPOBEACHBI BEpPHBIC pACUeThl, CJENaH IOJHBIH,
COZIepIKaTEJbHBIN BBIBOJI IO PE3yJbTaTaM MIPOBEICHHBIX pacueToB; inbo Problem pemena
B [IOJTHOM 00beMe ¢ HEOOJIBIIMMU OTPEIIHOCTAMH, BBIOpaHbl BEPHbIE HHCTPYMEHTAJIbHBIE
METOABl M HpPUEMbl pELICHUs, IPOBEACHbI BEpPHBbIE pacueThl, CJieJlaH IOJIHBIMH,
coJiepKaTeNbHbIM BBIBOJ MO pe3ybTaTaM IPOBEACHHBIX PACYETOB, B pacyeTax U BhIBOJAX
CoJIepKATCsl HE3HAYUTEIIbHBIE OIINOKY.

0-0,4 6amnma. Problem pemena yacTu4yHO, 4aCTHYHO BHIOPAHBI BEPHBIC HHCTPYMEHTAJIbHBIC
METOABl W TPUEMBl PEIICHUS, IMPOBEIACHbI YAaCTUYHBIE PACYETBI, CHIEJIaH BBIBOA IO
pe3ysbTaTaM MPOBEACHHBIX PACUYETOB C MOrPEIIHOCTSIMU; b0 Problem He pemena wim
peleHa 4acTUYHO, YaCTHYHO BBIOpAHBI HEOOXOAWMBIE HHCTPYMEHTAIBHBIE METOIBI M
IOpUEMBl peIIeHUs, PacyeThl HE NPOBEIEHbl WM MPOBEAEHBl YAaCTHYHO, BBIBOJ IIO
pe3ysbTaTaM IPOBEJCHHBIX PACYE€TOB HE CJIeNIaH WK OIIMOOYEH.

3aganus K JadopaTopHbIM padoTam
Laboratory work 1. Estimation of discrete choice regression models.

Exercise 1: Reviewing the Evidence

a) Using the data from Mroz, calculate the expectation and the standard deviation,
minimum and maximum for all 19 variables. Comment on the results.

b) Run a) separately for working women (428 cases) and not working (325 observations).
Comment on the results. Do subsamples differ in the variables WA, WE, K618, HA, HE,
HHRS? What about the descriptive statistics for the explanatory variables on KL6 and HW?
Interpret the difference in AX.

c) Construct a variable PRIN unearned income by rule PRIN=FAMINC—(WHRS-WW).
Calculate descriptive statistics.

d) For the subsample of 428 women employed to compute the value of a new variable
LWW = LN (WW). For the entire sample, build variables AX2 = AX - AX, WA2 = WA - WA.
Construct Mincer regression model by constant, WA, WE, CIT, AX and AX2 only for working
women. Comment on the results. Using the estimates of the regression parameters, calculate the
predicted values of the logarithm of wages for unemployed women, and name the variable
FLWW. Compare the average values of the variables LWW and FLWW. Interpret the results.
Create a new variable LWW1, LWW equal to employees, and equal FLWW for not working.
Calculate the mean and standard deviation You should get 1.10432 and 0.58268 respectively.



Exercise 2: Evaluation of labor supply equation (procedure 1)

a) Check that the WHRS = 0, = 0 when the LFP. Build OLS regression for the whole
sample WHRS the constant WHRS KL6, K618, WA, WE, LWW!1 and PRIN. The signs of the
coefficients correspond to economic theory? If not - why? What is R?? Why is it not enough?

b)The effect of uncompensated wage by the number of hours of work by Mroz can be
calculated as oHi/oWi=ai/W; and the income effect - as oHi/dVi=az. Appropriate elasticity
calculated as oJlnHi/olnWi=ai/Hi and oJlInHi/oInVi=a;Vi/Hi, where a; and a> — regression
coefficients for the variables InW; and Vi respectively. Calculate the elasticity of supply hours for
the regression a) of wages and unearned income. Elasticity of of wages compensated or not?
Why? Calculate the effect of uncompensated wage by the number of hours of work and the
income effect on Mroz. Give an interpretation of the results.

c¢) Explain principal flaws of used in a) labor supply estimation procedure.

Laboratory work 2. Time series models.

There are data (Rosstat's information) of the monthly dynamics of electricity production
in the Russian Federation in billions of kilowatt-hours. Perform analysis of the component
composition of the time series of electricity production; build trend-seasonal model of energy
production and obtain predictive estimate of electricity production in the first quarter of 2002
using the resulting model.

MONTH 1998 1999 2000 2001
JANUARY 86,6 84,7 88,9 90,6
FEBRUARY 79 76,5 81,6 82,2
MARCH 79,5 81,3 81,9 83,3
APRIL 70 67,8 68,4 71,3
MAY 59,6 62,3 65,2 64,7
JUNE 54,2 56,1 o517 59,1
JULY 52,7 55,8 58,7 60,1
AUGUST 52,9 58,2 60,4 61,7
SEPTEMBER 57,6 63,3 64,5 64,4

OCTOBER 70,5 71,8 76,9 78,5
NOVEMBER 78,4 80,8 83,4 82,5
DECEMBER 85,7 87,5 90,2 92,8

Laboratory work 3. Stationarity of time series.

Tasks and exercises.

1. You use the Dickey-Fuller test of time series nonstationarity with the number of
observations of 100. Evaluate the model that does not include the constant and time
trend, and get the value of the statistics of 0.90, for the model with a constant and a time
trend, get the value of the statistics -0.2. What are your conclusions?

2. There is a model Y, =0,5+0,5Y, , +Z,, where Z, - white noise. What is the average

level of the series Y, ?

3. Perform a test for stationarity of the time series:
a) problem 1 of Chapter 6.
b) problem 2 of Chapter 6.



4. Process is given Yy, =0,8y,,+0,2y, , +¢& —0,9¢,_,. At what value of k will the

series Ay, be stationary?

5. Generate in Eviews a time series that obeys first-order autoregression with a coefficient
of 0.99. Check the series for stationarity using various tests.

Laboratory work 4. Time series causation

1. For the available data (data file Keynes.wf1 [https://cloud.mail.ru/public/5Apk/S12u6DKX8])
on consumer spending C and income Y in the United States in billions of dollars, adjusted for
seasonality, draw a consumption graph and income. What can you say about these series in the
graphs?

2. Create the first differences of the logarithms for both series. Draw a graph and draw
conclusions.

3. Build models with consumption (model 1) and income (model 2) as the dependent variable.

4. Estimate the parameters of the structural form of the model using OLS according to the initial
data. Then do the same using the transformed log difference data. Explain if the two sets of
scores obtained have the same meaning. Which ratings are preferable and why?

5. Rewrite the model in the given form. Indicate the relationship between the coefficients of the
structural and reduced forms. Estimate the reduced form of the model from the original data and
from the transformed data. Which ratings are preferable and why?

6. Add one more lag to both equations of the reduced form. Estimate the coefficients from the
original data and from the transformed data, and run Granger causality tests. What can be said
about the direction of causality from the results obtained?

7. Check the series for unit roots using the Dickey-Fuller test.

8. Apply the Johansen method to the original data and to the logarithms of the original data,
using 4 lags of differences in the model.

Laboratory work 5. Panel data models.

File rims578 contains observations on 5029 individuals in 1994, 1996 and 1998 in Russia
- panel data. You can get a description of each of the variables by using the describe command in
Stata. Numbers 5, 7 and 8 in the variable names correspond to 1994, 1996 and 1998 years
respectively.

Exercise 1.

a) Get to know the content of the file rims 578. Look at the description of the variables
and their descriptive statistics.

b) File rims578 contains data in a short format: the value of each variable is given for
each year. To use the data necessary to convert data to a long format. Make this conversion by
using idind as an identifier individuals and year as time identifier.

c) Estimate standard Mincer equation for cash incomes Inwg included as regressors iexp
iexpsq iedu imale. Comment on the result. Estimate the regression of this type for each year (in
the spatial data). Compare the results for different years with each other and across the panel
estimations in general. Make conclusions.

d) Examine the impact of education on monetary incomes, using dummy variables for
each level of education. Comment on the results. Give an interpretation of the coefficients. what
the level of education has the most impact? Why?

e) Assess the impact of urbanization, and region of residence of the individual tested the
extended Mincer equation. Include additional variables urban metro nwest central volga ncaucas
ural wsiber and using the random effects model.

f) Use the random effects, fixed effects in regression Inwg on iexp iexpsq iedu imale.
Which model is a priori more appropriate? Why? Use the Hausman test for testing the model



specification. What result do you get? It is consistent with your expectations? Comment on the
results of the model chosen. Compare the best model with the estimates obtained by OLS
between.

Exercise 2.

a) Construct an equation for determining the probability of marital status. It is
recommended to use the probit model with random effects. Select the model specification
yourself. Give full meaningful interpretation of this equation.

b) Construct Tobit model for the logarithm of hours (censoring point must be selected
Inhr = 3). Select the model specification yourself. Give full meaningful interpretation of this
equation.

Kpurtepun ouennBanus:
MakcuMajJbHO€e KOJHUYeCTBO 0aJ1JI0B — 65 0aJ1J10B.

3ananue Kk jadboparopHoii padore Nel

2,5 — 5,0 6a/TOB BBICTABIISIETCS, €CITH O0YJIAFOIIIHIACS :

- BBIIOJIHWJI paboTy B MOJHOM 00beMe C COOJTIOICHUEM HEOOXOIUMOM MOCIICA0BATEIILHOCTH;
CaMOCTOSTEIILHO U PAIlMOHAILHO BBIOpa CrieliuUuKaIli MOIEIICH; TPAMOTHO 0()OPMUIT
IIPEICTABICHHBIN OTYET;

- BBHITMIOJTHIII pa0oOTy B IMOJTHOM 00bEMe C COOTIOACHIEM HEOOXOIMMON MOCIIEeIOBATEILHOCTH;
CaMOCTOSITEJIbHO M PalMOHAIBHO BBIOpan creruuKanud MOJEICH; IrpaMOTHO O(OpMHIII
HpeI{CTaBJ’IeHHBII\/JI OTYCT, AaHa COI{ep)KaTeJ'H)HaH I/IHTepHpeTaHI/Iﬂ HOJIy'—ICHHBIX HpI/I pCHIeHI/II/I
3aja4 pe3yJIbTaTOB;, MaTepUANl M3JIOKEH YETKO; JOIMYCKAKTCS OTIEIbHBIC JIOTUYCCKHE U
CTUJIIUCTUYCCKUC HOFpeHIHOCTI/I, YBepeHHO I/ICHpaBJIeHHI)IC I10CJIC JOITOJIHUTCIBbHBIX
BOIIPOCOB;

- BBITMIOJTHIII paboOTy B IMOJTHOM 00bEMe C COOTIOACHIEM HEOOXOIMMON MOCIIEeIOBATEILHOCTH;
CaMOCTOSITEJIbHO M PAlMOHAIBHO BBIOpan crenuUKaud MOJENel; IpaMOTHO O(GOPMHUI
HpeI{CTaBJ’IeHHBII\/JI OTYCT, AaHa COI{ep)KaTeJ'H)HaH I/IHTepHpeTaHI/Iﬂ HOJIy'—ICHHBIX HpI/I pCHIeHI/II/I
3aj1a4 pe3yJbTaTOB; JOMYCKAKTCS OTACIbHBIC JOTHUECKUE U CTHIIMCTHYECKUE TIOTPEIIHOCTH;
00y4aromuicss MOKET UCTIBITHIBATh HEKOTOPBIE 3aTPYAHEHUS B POPMYIUPOBKE CYKICHUI;
0-2,4 Oannma BBICTABIISICTCS, €CIM pabdOTa HE BBINOJHCHA WJIM BBINIOJHEHA HE B TOJHOM
o0beMe; OOYYarONIUIiCS MPAKTHYECKH HE BIIAJCET TECOPETUYECKMM MAaTepHajoM, JOMyCKas
rpyObie ONIMOKM, HCIBITBIBACT 3aTPyJHCHUS B (DOPMYIHUPOBKE COOCTBEHHBIX CYXKICHUH,
HECITOCOOCH OTBETUTH Ha JIOTIOJHUTEIBHBIC BOTIPOCHI.

3ananue Kk jadoparopHoii padore Ne2-5

8 — 15 GanoB BBICTABISIETCS, €CIIM 00 YJYAIOIIUNCS:

- BBITIOJTHWJI pa0bOTy B TIOJIHOM 00bEeME ¢ COOJI0ICHIEM HEOOXOIUMOM TTOCIIEI0BATEILHOCTH;
CaMOCTOSITENILHO U PaIlMOHATBHO BBIOpa crieruuKalud MoIeei; rpaMOTHO 0(OpMUIT
MPEJCTABICHHBIN OTYET;

- BBITMOJIHUI paboOTy B MOJTHOM 00beMe C COOTIOCHHEM HEOOXOAMMOMN MOCIeI0BATENFHOCTH;
CaMOCTOSITENIbHO W PAlMOHAIBHO BBIOpan crernuuKanud MOJeNeld; TPaMOTHO O(OPMUIT
MPEJICTABICHHBIN OTYET; AaHa COAepKaTeIbHasT WHTEPIPETAIHS MOTYYCHHBIX MPU PEIICHUN
3aJa4 Pe3ybTaToOB; MaTephal HW3JI0KEH YETKO; JOIMYCKAIOTCS OTICIbHBIC JIOTHYCCKHE U
CTHJIUCTUYECKUE TOTPEIIHOCTH, YBEPEHHO HCIpPABICHHBIE TOCIE JOTMOIHUTEIbHBIX
BOIIPOCOB;

- BBIMIOJHUII paboOTy B MOJTHOM 00beMe C COOTIOACHIEM HEOOXOAMMOMN MOCIeI0BATEILHOCTH;
CaMOCTOSITENIFHO W PAlMOHAIBHO BBIOpan crenuuKaud MOJeNIeld; TPaMOTHO O(GOPMUIT
MPEJICTABICHHBIN OTYET; AaHa COAepKaTeIbHasT WHTEPIPETAIHs MOTYyYSHHBIX MPU PEIIeHUU
3aJ1a4 pPe3yJbTaTOB; JAOMYCKAIOTCS OTACIbHBIC JIOTHYSCKHE M CTHIIHCTUYCCKUE ITOTPEITHOCTH;
00yJaromuicss MOXKET HCTIBITHIBATh HEKOTOPBIC 3aTPYAHECHHS B POPMYITUPOBKE CYKICHUI;



0-7 Ganna BBICTaBIISIETCS, €CIM Pa0OTa HE BBHIMOTHEHA WM BBIIIOJIHEHA HE B TIOJTHOM 00BEME;
00yJarOIUICA TMPAKTHYCCKH HE BJIAJICET TCOPCTHYCCKHM MAaTEPHAJIOM, JOIyCKas TIpyOble
OLIMOKH, MCTIBITHIBACT 3aTPyAHEHHS B ()OPMYIHPOBKE COOCTBEHHBIX CYXKJIEHUH, HECTIOCOOCH
OTBETHUTD Ha JIONIOJHUTEIILHBIC BOITPOCHI.

3. Metoauyeckue MaTepuaJbl, onpeae/siione Npoueaypbl OeHNBaHUs Pe3yJbTaTOB
OCBOCHHS 00pa30BaTeJbHOI NPOrPaMMBbI

[Ipouenypsl olleHMBaHHS BKIIOYAIOT B ceOsl TEKYLIUH KOHTPOJIb U MPOMEKYTOUHYIO
aTTeCTaLUIO.

Texkymmii KOHTPOJIb YCIEBAEMOCTH IPOBOAUTCS C HCIOJIb30BAHUEM OLIEHOYHBIX
CPEICTB, IPEACTABICHHBIX B II. 2 JAHHOIO NPUIOKEHHUS. Pe3ylbTaThl TEKyLIEro KOHTPOJISA
JIOBOJATCS J10 CBEIEHUS CTYJEHTOB JI0 IPOMEXYTOYHOM aTTECTaLlUU.

IIpomexyTouHas aTrecTanms NpoBOAUTCS B hopMe 3a4eTa.

3aueT MPOBOAMTCS MO PACIUCAHUIO MPOMEXKYTOYHOW aTrrectauuu. B 3amanun — 2
Teopetrueckux Bompoca u 1 Problem. IlpoBepka OTBETOB W OOBSIBICHHE pPE3YJILTATOB
MPOU3BOJIUTCS B JIeHb 3aueTa. Pe3ynbTarhl aTTecTallid 3aHOCATCS B BEJOMOCTh U 3aU€THYIO
KHWKKY cTyaeHTa. CTyAeHTBl, HE NpOIIEAIINE IPOMEKYTOUHYIO aTTECTAllUI0 1O Tpaduky,
JIOJIKHBI JIMKBUAUPOBATH 3310J5KEHHOCTh B YCTAHOBJICHHOM HOPSJIKE.



IIpunoxenne 2
METOIAUYECKHUE YKA3AHMUSA 11O OCBOEHUIO JUCHUTIJIMHBI

VY4eOHBIM IJIaHOM IIPEYCMOTPEHBI CIIEAYIOIINE BUIbI 3aHITUMN:

- IPAKTUYECKUE 3aHATUS;

- mabopaTtopHbIe pabOTHI.

B Xxone mnpakTM4ecKMX 3aHATUN pPacCMaTPUBAIOTCS METOJbl aHalIM3a M CHHTE3a B
NpeIMETHOW 00IacTH; COBPEMEHHBIE METOIbl JKOHOMETPUYECKOTO aHaju3a; BO3MOKHBIC
OrpaHMYEHUsI TPUMEHEHUS OSKOHOMETPHUYECKMX METONOB; METONUKU COBEPLICHCTBOBAHMS
3HaHUH B 00JAaCTH PKOHOMETPHKH, NAIOTCS PEKOMEHIAIMH IO CaMOCTOSATENBbHOW paboTe u
HOJTrOTOBKE K J1a00paTOpHBIM paboTam.

B xone maGopaTtopHbIX paboT yriayOJsIOTCS U 3aKPEIUIAIOTCS 3HAHUS CTYACHTOB 1O PSAY
PACCMOTPEHHBIX Ha MPAKTUYECKUX 3aHATUAX BOIPOCOB, (HOPMUPYIOTCS U Pa3BUBAIOTCSA HaBBIKU
UCIIOJIb30BaTh COBPEMEHHOE mporpamMmHoe obOecrneuenue (Gretl) anms pemieHus SKOHOMHKO-
CTAaTUCTHYECKUX U DSKOHOMETPUYECKMX 3a7ay OOpabOTKM JaHHBIX: IOCTPOEHHE TaliuiL,
BU3YalIM3alus, IPOBEPKa TMIIOTE3, KOPPEIALUOHHO-PErPECCUOHHBIN aHAJIN3, aHAJIN3 BPEMEHHBIX
PS0B U NIAHEJIBHBIX JaHHBIX.

[Ipu noaroToBke K J1abopaTOpHBIM paboTaM KaskKIblii CTYIEHT JIOJIKEH:

— U3Y4YUTh PEKOMEHIOBAHHYIO YUEOHYIO JINTEPATYpY;

— MOJArOTOBUTH OTBETHI HA BCE BOIIPOCHI 110 U3y4aeMOU TeEME.

B npouecce noarotoBku K 1abopaTOpHBIM paboTaM CTYAEHThl MOTYT BOCHOJIb30BaThCs
KOHCYJIbTAIIUSIMU IPENO01aBaTeNsl.

Bomnpocsl, He paccMOTpeHHbIEe Ha NPAKTUYECKUX 3aHATHSIX U JIaOOpaTOpHBIX paboTax,
JNOJDKHBI  OBITh  HM3YYEHBI CTYJSHTaMH B XOJIeé CaMOCTOSTEIbHOH paboTel. KoHTposb
CaMOCTOSITENIbHONW paboThI CTYACHTOB HaJl y4eOHOM MpOorpaMMoii Kypca OCYIIECTBIISIETCS B X0J1€
3aHATUH TOCPEICTBOM TECTHpPOBaHUA. B Xome caMOCTOATENBbHON pPadOThI KaKIBIA CTYICHT
00s13aH NMPOYUTATh OCHOBHYIO U 10 BO3MOXKHOCTHU JIOTIOJIHUTENIbHYIO JIMTEpaTypy M0 U3ydyaeMoi
TeMe. BpiienuTh HENMOHATHBIE TEPMUHBL, HAUTH UX 3HAYEHUE B DHIMKJIONEANUECKUX CIIOBAPSIX.

JUIs MOATOTOBKU K 3aHATHUAM, TEKYHIEMY KOHTPOJIO M IPOMEXKYTOYHOW aTTECTAllUH
CTYIEHTBl MOTYT BOCIIOJIb30BATbCA  DJIEKTPOHHO-OMOIMOTEUYHBIMM  cUCTEeMaMH. Takke
oOyyarompecss MOTyT B34Tb Ha JOM HEOOXOAMMYIO JMTEparypy Ha abOHEeMEHTe
YHUBEPCUTETCKOM OMOIMOTEKH MIIM BOCIIOJIB30BaThCS YUTAIbHBIMU 3aJIaMH.



